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1 Introduction and notations

If G a bounded Jordan domain whose boundaryL is piecewise analytic
without cusps andf0 is a normalized conformal mapping ofG onto a disk,
thenBieberbach polynomialsπn can be used to approximatef0 (seeSect. 4).
In [9], [10], and [11], D. Gaier obtained estimates of the form

‖f0 − πn‖L∞(G) = O
(
log n
ns

)
(n → ∞)(1.1)

for the uniform norm of the error in approximation, wheres is explicitly
determined from the interior anglesαjπ, 0 < αj < 2, at the cornersτj of
L (see [11, Theorem 2]).

To obtain (1.1), two essential ingredients are the Lehman formulas [13]
for the asymptotic expansion off0 near the cornersτj , and Andrievskii’s
lemma [2] which provides an estimate for theL∞(G) norm of a polynomial
in terms of theL2(G) norm of its derivative. Since the Lehman formulas
involve power functions of the form

fβ,τj (z) = (z − τj)
β(1.2)

and logarithmic functions of the form

gm,l,τj (z) = (z − τj)
m logl (z − τj) ,(1.3)

it is natural to expect an improvement in the convergence rate (1.1) if the
ordinary Bieberbach polynomials are replaced by “augmented Bieberbach
polynomials” that include suitable singular functions of the above power
and logarithmic type. This was first observed by Levin, Papamichael and
Sideridis [14] and subsequently used by Papamichael, Kokkinos, Hough
and Warby for improving the convergence rates of certain orthonormaliza-
tion methods associated with the mapping of interior, exterior and doubly-
connected domains; see e.g. [16], [15], [19] and [18].

One goal of the present paper is to obtain sharp estimates for the im-
provement gained in using such augmented Bieberbach polynomials. For
this purpose, upper and lower bounds are derived for the error in the best
L2(G) n-th degree polynomial approximation to functions of the form (1.2)
and (1.3). These estimates (cf. Corollary 2.2) are, in fact, obtained in the
more general setting when the boundaryL is a quasiconformal curve.

In Lemma 2.3 and Corollary 2.5 we present extensions of Andrievskii’s
lemma to the case when one or several singular functions of the form (1.2),
(1.3) are adjoined to ordinary polynomials to form “augmented polynomi-
als”.

In Sect. 3 we apply the above results to obtain upper and lower estimates
for the error in approximatingf0 by augmented Bieberbach polynomials
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(see Theorems 3.1 and 3.2). The lower estimates provide new sharpness
results, even in the case of classical Bieberbach polynomials (cf. (3.19)).
Finally, in Sect. 4, we present numerical computations that illustrate our
theoretical results.

For convenient reference we provide here a listing of the main notations
used throughout the paper.

2 Approximation of power and logarithmic functions

In what follows we denote byC, c,C1, . . . constants whose values either are
absolute or depend on parameters not essential for arguments; at least, they
are independent ofn.

For quantitiesA > 0, B > 0, which depend on some parameters, we
use the notationA � B (inequality with respect to the order) ifA ≤ CB;
the expressionA 	 B means thatA � B andB � A simultaneously.

Unless otherwise specified, we assume throughout thatG is a bounded
Jordan domain with quasiconformal boundaryL, andz0 ∈ G. Denote by
y(ζ) a quasiconformal reflection with respect toL, i.e., an orientation-
changing quasiconformal mapping of the extended plane|C onto itself that
carriesG into its complementΩ := |C\G and conversely, leaves the points
of the curveL fixed, and satisfiesy (z0) = ∞, y(∞) = z0 ([1, Chapter IV,
§D]).

LetΦ(z) denote the Riemann function that conformally and univalently
mapsΩ onto thecomplementof theunit diskIDnormalizedby theconditions
Φ(∞) = ∞, Φ′(∞) > 0. This function can be extended to a homeomor-
phism between closed domains, and we keep the previous notation for the
extension.

We extendΦ(z) to a quasiconformal map of the plane onto itself by
setting forz ∈ G

Φ(z) =
{
1/Φ [y(z)], z /= z0,
0, z = z0.

Denote byLr, r > 0, the r-th level curve of the functionΦ(z), i.e.,
Lr := {ζ : |Φ(ζ)| = r}. Also, letGr := IntLr andΩr := |C \Gr.

Forz ∈ |C andu > 0 we define

du(z) := max
0≤ϕ<2π

∣∣z − Ψ
[
Φ(z) + ueiϕ

]∣∣ .
Remark2.1 Recall that any quasiconformal mapF of |C onto itself satisfies
the so-calledD-property, i.e.,

min
ζ:|ζ−z|=r

|F (ζ) − F (z)| 	 max
ζ:|ζ−z|=r

|F (ζ) − F (z)| , z ∈ |C.(2.1)
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This implies that for anyz ∈ L1−u, 0 < u < 1,

dist(z, L) 	 du(z)(2.2)

and, for any fixed0 < ε < 1,z ∈ G1+ε/n\G1−ε/n, the quantityd1/n (z)has
the same order (asn → ∞) as the traditional quantity in the approximation
theory of functions of complex variable - the distance fromz toL1+1/n (see
[5]). In particular, it follows from Warschawski’s results in [21] that ifL
consists, nearτ ∈ L, of two analytic arcs meeting at an interior angleαπ,
0 < α < 2, atτ , then

d1/n (τ) 	 nα−2.(2.3)

Forz ∈ |C,r > 0, denote byD(z, r) := {ζ : |ζ − z| < r} the open disk
centered atz with the radiusr.

Letω := Φ(τ), γτ := Ψ ({w : argw = argω, |w| ≥ 1}). For noninteger
β > −1 and arbitrarym > −1, l /= 0 denote byfβ,τ (z) andgm,l,τ (z)
branches of(z − τ)β and (z − τ)m logl(z − τ), respectively, which are
analytic in |C \ γτ . Givenm, l we also define

l∗ = l∗(m, l) =
{
l − 1, if m ≥ 0, l ≥ 1 are integer;
l, otherwise.

(2.4)

In this paper we obtain two-sided estimates for the error in the best
L2-approximation

En,2(f,G) := min
p:degp≤n

‖f − p‖L2(G)

of fβ,τ (z) andgm,l,τ (z) by polynomials of degree at mostn, n = 1, 2, . . .,
and apply these estimates to the problem of approximation of the Riemann
functionf0(z) that conformally and univalently maps the domainG onto
the diskD (0, r0) with f0 (z0) = 0, f ′

0 (z0) = 1 (r0 is the conformal radius
of G with respect toz0).

In our arguments we need the following two auxiliary results. The first
lemma describes the properties ofd1/n (z) (cf. [5, Lemma 2]).

Lemma 2.1 There exists a constantc = c(G) > 0 such that for arbitrary
pointsz ∈ G andζ ∈ Ω1−1/n:

1) if |ζ − z| � d1/n (z), then

d1/n (ζ) 	 d1/n (z) ;(2.5)

2) if |ζ − z| � d1/n (z), then∣∣∣∣d1/n (z)
ζ − z

∣∣∣∣1/c � d1/n (ζ)
|ζ − z| �

∣∣∣∣d1/n (z)
ζ − z

∣∣∣∣c ;(2.6)

3) for any0 < v < u < 1,

(u/v)c � du(z)/dv(z) � (u/v)1/c.(2.7)
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The next lemma is a modification of the Tamrazov’s result [12, Theo-
rem 1].

Lemma 2.2 Suppose that for a polynomialpn of degree at mostn, n =
1, 2, . . ., some positive constantsM , ρ, and a pointτ ∈ L the inequality

|pn(z)| ≤ M

(
1 +

∣∣∣∣z − τ

ρ

∣∣∣∣C1
)
, C1 > 0,

is satisfied for all pointsz ∈ L. Then, for any fixed positive constantC2 and
all z ∈ D (τ, ρ) ∩ IntL1+C2/n, there holds

|pn(z)| ≤ C3M, C3 = C3 (C1, C2) ≥ 1.

We remark that this result holds more generally for any bounded contin-
uum with connected complement (cf. [4, Theorem 6.1]).

Let ω(δ) be continuous, monotonic and positive on(0,∞). Suppose
there exist constantsc1, C1 > 0, c2 ∈ [0, 1) andC2 ≥ 0 such that for all
δ > 0 andt ≥ 1

c1t
−c2ω(δ) ≤ ω(tδ) ≤ C1t

C2ω(δ).(2.8)

Note that (2.8) is clearly satisfied (withC1 = c1 = 1) if for x > 0 small
enough the functionsω(x)/xC2 andω(x)xc2 are decreasing and increasing,
respectively. In particular, if we specify the monotonicity ofω(δ), one of
the inequalities in (2.8) becomes obvious (say, for increasing functions - the
left one). Note also that the left-hand side of (2.8) implies

1∫
0

ω(x)dx ≤ 1
c1

1∫
0

ω(1)
xc2

dx < ∞.(2.9)

Theorem 2.1 Let g(z) be an analytic and single-valued branch in|C \ γτ
of some multi-valued analytic function having branch points atτ ∈ L and
∞. Denote byg±(ζ), ζ ∈ γτ , the boundary values ofg(z) on γτ . Suppose
the functionsg±(ζ), ζ ∈ γτ , |ζ − τ | small enough, satisfy the inequality

|g+(ζ) − g−(ζ)| ≤ ω(|ζ − τ |).(2.10)

Then
En,2(g,G) � d1/n (τ)ω

(
d1/n (τ)

)
.(2.11)

Proof.Fix R > 1 such that (2.10) holds true on the subarcγ := γτ ∩ GR
of γτ . It was shown in [3] thatγ is a quasi-smooth arc (i.e., for any subarc,
its length and the distance between endpoints have the same order) and, for
anyζ ∈ γ, z ∈ G

dist(ζ, L) � |ζ − τ |, dist(z, γ) � |z − τ |(2.12)
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and, hence,
|ζ − z| � |ζ − τ | + |z − τ |.(2.13)

Because of (2.9), it is easy to verify that (2.10) implies the validity of the
Cauchy formula for the functiong(z) in the domainGR \ γ, i.e., under
suitable orientation of all the arcs,

g(z) =
1
2πi

∫
γ

g+(ζ) − g−(ζ)
ζ − z

dζ +
∫
LR

g(ζ)
ζ − z

dζ

 .

The last integral represents a function that is analytic up to theR-th level
line of the domainG and, therefore, can be approximated by polynomials
geometrically fast (with the rate� R−n

1 for any fixedR1 ∈ (1, R)). So,
we can restrict ourselves to the approximation of the Cauchy-type integral
alongγ. Set

f(z) :=
∫
γ

g+(ζ) − g−(ζ)
ζ − z

dζ.

In order to estimateEn,2 (f,G) we use Dzjadyk’s polynomial kernels to
approximate the Cauchy kernel1/(ζ−z). By [5, Lemma 3], for every fixed
m > 0 andR > 1 and for alln = 1, 2, . . . there exists a polynomial kernel
Kn,m(ζ, z) of degree (inz) at mostn with the following property: for any
z ∈ G andζ ∈ GR \G∣∣∣∣ 1

ζ − z
−Kn,m(ζ, z)

∣∣∣∣ � 1
|ζ − z|

(
d1/n (z)

|ζ − z| + d1/n (z)

)m
.(2.14)

We define approximating polynomialspn by the formula

pn(z) :=
∫
γ

(
g+ − g−) (ζ)Kn,m(ζ, z)dζ.

Setr := |z − τ | anddn := d1/n (τ).
First, suppose thatr ≤ dn, and denotẽγ := γ ∩ D (τ, dn). Then, by

using (2.14), (2.13), (2.5) and taking into account the quasi-smoothness of
γ, we get

|f(z) − pn(z)| �
∫
γ̃

ω(|ζ − τ |)
|ζ − τ | + |z − τ | |dζ| +

(
d1/n (z)

)m
×
∫
γ\γ̃

ω(|ζ − τ |)
|ζ − τ |m+1 |dζ|

�
dn∫
0

ω(t)
t+ r

dt+ (dn)
m

∞∫
dn

ω(t)
tm+1dt = I1 + (dn)

m I2.(2.15)
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For the first integral we have

I1 =

 r∫
0

+

dn∫
r

 ω(t)
t+ r

dt ≤ 1
r

r∫
0

ω(t)dt+

dn∫
r

ω(t)
t+ r

dt

� ω(r)
r1−c2

r∫
0

dt

tc2
+max {ω(r), ω (dn)}

dn∫
r

dt

t+ r

� ω(r) + (ω(r) + ω (dn)) log
dn
r
.(2.16)

To estimateI2 we choosem > C2, where the constantC2 is taken from
(2.8). Then

ω(t)
tm+1 =

ω ((t/dn) dn)
tm+1 � ω (dn)

(dn)
C2
tC2−m−1

and

I2 � ω (dn)

(dn)
C2

∞∫
dn

tC2−m−1dt � ω (dn)
(dn)

m .(2.17)

Substituting (2.16) and (2.17) into (2.15) we get

|f(z) − pn(z)| � (ω(r) + ω (dn)) log
edn
r
.(2.18)

Suppose now thatr > dn, and set̃γ := γ ∩ D(τ, r). Using (2.6), in a
manner similar to the previous case we obtain

|f(z) − pn(z)|

� (
d1/n (z)

)mr−(m+1)
∫
γ̃

ω (|ζ − τ |) |dζ|

+
∫
γ\γ̃

ω (|ζ − τ |)
|ζ − τ |m+1 |dζ|


� (

d1/n (z)
)mr−(m+1)

r∫
0

ω(t)dt+

∞∫
r

ω(t)
tm+1dt


� ω(r)

(
d1/n (z)

r

)m
� ω(r)

(
dn
r

)cm
.(2.19)
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Then from (2.18) and (2.19) we conclude

‖f − pn‖2
L2(G)

�
∫ ∫
D(τ,dn)

(ω(r) + ω (dn))
2 log2 edn

r
dxdy

+
∫ ∫

|C\D(τ,dn)

ω2(r)
(
dn
r

)2mc

dxdy

�
dn∫
0

rω2(r) log2 edn
r
dr + ω (dn)

dn∫
0

rω(r) log2 edn
r
dr

+ω2 (dn)

dn∫
0

r log2 edn
r
dr + (dn)

2mc
∞∫
dn

ω2(r)
r2mc−1dr

= J1 + ω (dn)J2 + ω2 (dn)J3 + (dn)
2mc J4.(2.20)

According to (2.8), for allr ∈ (0, dn), there holds

ω(r) � ω (dn)
(
dn
r

)c2
.

So, using integration by parts, we easily get

J1 � ω2 (dn) (dn)
2c2

dn∫
0

r1−2c2 log2 edn
r
dr � (dnω (dn))

2 .

Similarly,

J2 � (dn)
2 ω (dn) and J3 � (dn)

2 .

Furthermore, to estimateJ4 we apply the right-hand side of (2.8) to deduce
that

J4 � ω2 (dn)

(dn)
2C2

∞∫
dn

dr

r2(mc−C2)−1 � (dn)
2(1−mc) ω2 (dn) ,

providedm > (C2 + 1) /c.
Combining these estimates we finally get

‖f − pn‖2
L2(G) � (dnω (dn))

2 ,

and (2.11) follows. ✷
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Since for allζ ∈ γτ , |ζ − τ | small enough,∣∣∣f+
β,τ (ζ) − f−

β,τ (ζ)
∣∣∣

≤
∣∣∣f+
β,τ (ζ)

∣∣∣+ ∣∣∣f−
β,τ (ζ)

∣∣∣ � |ζ − τ |β ,∣∣∣g+
m,l,τ (ζ) − g−

m,l,τ (ζ)
∣∣∣

≤
 |ζ − τ |m

∣∣∣(log+(ζ − τ)
)l − (

log−(ζ − τ)
)l∣∣∣ , m, l ∈ IN;∣∣∣g+

m,l,τ (ζ)
∣∣∣+ ∣∣∣g−

m,l,τ (ζ)
∣∣∣ , otherwise

� |ζ − τ |m logl
∗ 1

|ζ − τ | ,

applying Theorem 2.1 we get

Corollary 2.1 For all n ≥ 1 large enough there holds

En,2 (fβ,τ , G) � (
d1/n (τ)

)β+1
,(2.21)

En,2 (gm,l,τ , G) � (
d1/n (τ)

)m+1 logl
∗ 1
d1/n (τ)

.(2.22)

Theorem 2.2 For all n ≥ 1 large enough there holds

En,2 (fβ,τ , G) � (
d1/n (τ)

)β+1
,(2.23)

En,2 (gm,l,τ , G) � (
d1/n (τ)

)m+1 logl
∗ 1
d1/n (τ)

.(2.24)

Proof.Suppose that

En,2 := En,2 (fβ,τ , G) ≤ (
d1/n (τ)

)β+1
.

Denote bỹpn(z), degp̃n ≤ n, the polynomial of bestL2-approximation to
the functionfβ,τ (z). Then, for any fixedk ∈ IN and any pointz ∈ L1−1/n,
applying Lemma 1 of [8, p. 4] and taking into account (2.2), we get∣∣∣(fβ,τ − p̃n)

(k) (z)
∣∣∣ � k!

√
k + 1

En,2

(dist(z, L))k+1 � En,2(
d1/n (z)

)k+1 .

(2.25)
Let τn := Ψ [(1 − 1/n)Φ(τ)] ∈ L1−1/n. It follows from (2.1) that

d1/n (τn) � |τ − τn| ≤ d1/n (τn) ,(2.26)

and (2.5) implies
d1/n (τn) 	 d1/n (τ) .(2.27)
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DenoteDn := D
(
τn, 2d1/n (τn)

)
. Settingk := [β] + 1, for z ∈ L1−1/n

we conclude:
1. if z ∈ Dn, it follows from (2.5), (2.25), (2.26) and (2.27) that∣∣∣(fβ,τ − p̃n)

(k) (z)
∣∣∣ � En,2(

d1/n (τn)
)k+1 � (

d1/n (τ)
)β−k

� (
d1/n (τ)

){β}−1
,

where{β} := β − [β]. Since forz ∈ Dn ∩ L1−1/n, n large enough,

|z − τ | ≥ d1/n (z) � d1/n (τn) � d1/n (τ) ,(2.28)

we have∣∣∣p̃(k)
n (z)

∣∣∣ ≤
∣∣∣f (k)
β,τ (z)

∣∣∣+ ∣∣∣(fβ,τ − p̃n)
(k) (z)

∣∣∣ � (
d1/n (τ)

){β}−1 ;(2.29)

2. if z �∈ Dn then (2.5), (2.6) and (2.25) imply∣∣∣(fβ,τ − p̃n)
(k) (z)

∣∣∣ � En,2(
d1/n (τn)

)k (d1/n (τn)
d1/n (z)

)k

� (
d1/n (τ)

){β}−1
( |z − τn|
d1/n (z)

)k
� (

d1/n (τ)
){β}−1

∣∣∣∣ z − τn
d1/n (τn)

∣∣∣∣k/c
and, therefore,∣∣∣p̃(k)

n (z)
∣∣∣ ≤ |z − τ |{β}−1 +

(
d1/n (τ)

){β}−1
∣∣∣∣ z − τn
d1/n (τn)

∣∣∣∣k/c
� |z − τn|{β}−1 +

(
d1/n (τ)

){β}−1
∣∣∣∣ z − τn
d1/n (τn)

∣∣∣∣k/c
� (

d1/n (τ)
){β}−1

(
1 +

∣∣∣∣ z − τn
d1/n (τn)

∣∣∣∣k/c
)
.(2.30)

Combining the estimates (2.29) and (2.30) we get for allz ∈ L1−1/n∣∣∣p̃(k)
n (z)

∣∣∣ � (
d1/n (τ)

){β}−1

(
1 +

∣∣∣∣ z − τn
d1/n (τn)

∣∣∣∣k/c
)
.

Note that we can choose the constantC2 such thatDn lies inside the(1 +
C2/n)-th level line for domainG1−1/n (see the proof of [5, Lemma 1]).

Applying Lemma 2.2 to the polynomial̃p(k)
n , considered inG1−1/n, we get∣∣∣p̃(k)

n (z)
∣∣∣ ≤ C4

(
d1/n (τ)

){β}−1
, z ∈ D

(
τn, d1/n (τn)

)
,(2.31)
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with some constantC4 = C4(β,G).
On the other hand, forz ∈ G∣∣∣f (k)

β,τ (z)
∣∣∣ = ({β})k|z − τ |{β}−1,(2.32)

where({β})k := β (β − 1) · · · {β}.
Forε > 0 small enough take

zε ∈ ∂D
(
τ, εd1/n (τ)

) ∩ Ψ ([Φ(τ), Φ (τn)]) .(2.33)

As Φ(z) is a quasiconformal mapping, the arcΨ ([Φ(τ), Φ (τn)]) satisfies
an inequality similar to the first one in (2.12), and we have

dist(zε, L) ≥ c1εd1/n (τ) .(2.34)

Since−1 < {β} − 1 < 0, (2.31) and (2.32) allow us to chooseε > 0 (take,
for instance,ε = (({β})k /(2C4))

1/(1−{β}) ) such that∣∣∣(fβ,τ − p̃n)
(k) (zε)

∣∣∣ ≥ 1
2
({β})k

(
εd1/n (τ)

){β}−1
.(2.35)

At the same time, by Lemma 1 of [8, p. 4] applied in the diskD(zε,
dist(zε, L))

En,2 = ‖fβ,τ − p̃n‖L2(G) �

∣∣∣(fβ,τ − p̃n)
(k) (zε)

∣∣∣
k!

√
k + 1

(dist(zε, L))
k+1 .

This inequality together with (2.34) and (2.35) implies

En,2 � ({β})k ck+1
1

k!
√
k + 1

(
εd1/n (τ)

){β}+k = c2(β,G)
(
d1/n (τ)

)β+1
,

which completes the proof of (2.23).
In (2.24), the case whenl∗ = l can be treated similarly. So, we assume

thatl∗ = l − 1, i.e.,m ≥ 0 andl ≥ 1 are both integers. Suppose that

En,2 := En,2 (gm,l,τ , G) ≤ (
d1/n (τ)

)m+1 logl
∗ 1
d1/n (τ)

,

and letp̃n(z), degp̃n ≤ n, be the polynomial of bestL2-approximation to
the functiongm,l,τ (z). Then, similarly to (2.25), for any pointz ∈ L1−1/n
we have ∣∣∣(gm,l,τ − p̃n)

(m+1) (z)
∣∣∣ � En,2(

d1/n (z)
)m+2 .(2.36)

In the previous notations, we get forz ∈ L1−1/n:
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1. if z ∈ Dn, it follows from (2.5), (2.26), (2.27) and (2.36) that∣∣∣(gm,l,τ − p̃n)
m+1 (z)

∣∣∣ � En,2(
d1/n (τn)

)m+2 � logl
∗ (

1/d1/n (τ)
)

d1/n (τ)
.

Note thatg(m)
m,l,τ (z) is, in fact, a polynomial onlog(z − τ) of degreel, i.e.,

g
(m)
m,l,τ (z) = ql(log(z − τ)).(2.37)

Therefore, using (2.28) we get∣∣∣g(m+1)
m,l,τ (z)

∣∣∣ � logl
∗
(1/|z − τ |)
|z − τ | � logl

∗ (
1/d1/n (τ)

)
d1/n (τ)

and ∣∣∣p̃(m+1)
n (z)

∣∣∣ ≤
∣∣∣g(m+1)
m,l,τ (z)

∣∣∣+ ∣∣∣(gm,l,τ − p̃n)
(m+1) (z)

∣∣∣
� logl

∗ (
1/d1/n (τ)

)
d1/n (τ)

;(2.38)

2. if z �∈ Dn, then (2.5), (2.6), and (2.36) imply∣∣∣(gm,l,τ − p̃n)
m+1 (z)

∣∣∣
� En,2(

d1/n (τn)
)(m+2)

(
d1/n (τn)
d1/n (z)

)(m+2)

� logl
∗ (

1/d1/n (τ)
)

d1/n (τn)

(
d1/n (τ)
d1/n (τn)

)(m+1)( |z − τn|
d1/n (z)

)(m+2)

� logl
∗ (

1/d1/n (τ)
)

d1/n (τ)

∣∣∣∣ z − τn
d1/n (τn)

∣∣∣∣(m+2)/c

.

Thus,∣∣∣p̃(m+1)
n (z)

∣∣∣
≤
∣∣∣∣q′
l (log(z − τ))

z − τ

∣∣∣∣+ logl
∗ (

1/d1/n (τ)
)

d1/n (τ)

∣∣∣∣ z − τn
d1/n (τn)

∣∣∣∣(m+2)/c

� logl
∗ (
C/d1/n (τn)

)
d1/n (τn)

+
logl

∗ (
1/d1/n (τ)

)
d1/n (τ)

∣∣∣∣ z − τn
d1/n (τn)

∣∣∣∣(m+2)/c

� logl
∗ (

1/d1/n (τ)
)

d1/n (τ)

(
1 +

∣∣∣∣ z − τn
d1/n (τn)

∣∣∣∣C1
)
,(2.39)
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whereC1 = (m+ 2)/c.
Estimates (2.38) and (2.39) imply∣∣∣p̃(m+1)
n (z)

∣∣∣ � logl
∗ (

1/d1/n (τ)
)

d1/n (τ)

(
1 +

∣∣∣∣ z − τn
d1/n (τn)

∣∣∣∣C1
)
, z ∈ L1−1/n,

and, consequently,∣∣∣p̃(m+1)
n (z)

∣∣∣ � logl
∗ (

1/d1/n (τ)
)

d1/n (τ)
, z ∈ D

(
τn, d1/n (τn)

)
.(2.40)

On the other hand, because of (2.37), for|z − τ | small enough there holds∣∣∣g(m+1)
m,l,τ (z)

∣∣∣ � logl
∗
(1/|z − τ |)
|z − τ | .(2.41)

This inequality and (2.40) allow us to chooseε > 0 such that at the point
zε, defined by (2.33), we have∣∣∣(gm,l,τ − p̃n)

m+1 (zε)
∣∣∣ � logl

∗ (
1/d1/n (τ)

)
εd1/n (τ)

.(2.42)

Now applying Lemma 1 of [8, p. 4] we get

En,2 = ‖gm,l,τ − p̃n‖L2(G) � (gm,l,τ − p̃n)
m+1 (zε)

(m+ 1)!
√
m+ 2

(dist(zε, L))
m+2 ,

which together with (2.34) and (2.42) implies

En,2 � (
εd1/n (τ)

)m+1 logl
∗ 1
d1/n (τ)

.

✷

From Corollary 2.1 and Theorem 2.2 we immediately deduce

Corollary 2.2 If G is a quasidisk,τ ∈ L, then

En,2 (fβ,τ , G) 	 (
d1/n (τ)

)β+1
,

En,2 (gm,l,τ , G) 	 (
d1/n (τ)

)m+1 logl
∗ 1
d1/n (τ)

(2.43)

asn → ∞. In particular, if (nearτ ) L consists of two analytic arcs forming
an interior angleαπ, then(see(2.3))

En,2 (fβ,τ , G) 	 n(α−2)(β+1),

En,2 (gm,l,τ , G) 	 n(α−2)(m+1) logl
∗
n,

wherel∗ is defined by(2.4).
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We can prove even more.

Theorem 2.3 Let τ ∈ L, {an,j}sj=1, n = 1, 2, . . ., be arbitrary complex
numbers, and, for eachj, let hj denote eitherfβj ,τ , βj > −1 noninteger,
or gmj ,lj ,τ ,mj > −1. Suppose also thathj /= hk for j /= k. Then for the
function

h(z) = h(n, z) :=
s∑
j=1

an,jhj(2.44)

the inequalities

En,2 (h,G) 	
s∑
j=1

|an,j |En,2 (hj , G) n = 1, 2, . . . ,(2.45)

are satisfied.

Proof. The upper estimate in (2.45) is trivial. Proving the lower one, we
restrict ourselves, for simplicity, to the cases = 2, i.e., we have to show that
for

En,2 (an,1h1 + an,2h2, G)
� |an,1|En,2 (h1, G) + |an,2|En,2 (h2, G) .(2.46)

If eitheran,1 = 0 oran,2 = 0, then (2.46) is trivially satisfied. So assume
that neither ofan,1, an,2 is zero. Taking into account (2.43) we can further
assume that

En,2 (h2, G) = o (En,2 (h1, G)) as n → ∞.

Without loss of generality, we takean,2 = 1. If

|an,1| < 1
2
En,2 (h2, G)
En,2 (h1, G)

or |an,1| > 2
En,2 (h2, G)
En,2 (h1, G)

,

then (2.46) holds withc = 1/4. For instance, in the first case, the triangle
inequality yields

En,2 (an,1h1 + h2, G) ≥ En,2 (h2, G) − |an,1|En,2 (h1, G)

≥ 1
2
En,2 (h2, G)

≥ 1
4
(|an,1|En,2 (h1, G) + En,2 (h2, G)) .

Suppose now that

1
2
En,2 (h2, G)
En,2 (h1, G)

≤ |an,1| ≤ 2
En,2 (h2, G)
En,2 (h1, G)

.(2.47)
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In this case, using (2.43), we can apply the arguments, given in the proof
of Theorem 2.2, to the functionh = an,1h1 + h2 to get an estimate similar
to either (2.31), ifh2 = fβ,τ , or (2.40), ifh2 = gm,l,τ . Further, instead of
(2.32) (or (2.41)) we have∣∣∣h(k)(z)

∣∣∣ = ∣∣∣an,1h(k)
1 (z) + h

(k)
2 (z)

∣∣∣ = ∣∣∣h(k)
2 (z)

∣∣∣ ∣∣∣∣∣an,1h
(k)
1 (z)

h
(k)
2 (z)

+ 1

∣∣∣∣∣ ,
wherek is chosen (see proof of Theorem 2.2) forh2. If we show that, for
everyr > 0 small enough, one can findapointζ ∈ G satisfying|ζ − τ | = r,
the first inequality in (2.12), and such that∣∣∣h(k)(z)

∣∣∣ ≥ c (h1, h2, G)
∣∣∣h(k)

2 (z)
∣∣∣ ,(2.48)

thenwe can again follow the proof of Theorem2.2 to obtain a lower estimate
forEn,2 (h,G) in terms ofd1/n (τ), which is similar to that forEn,2 (h2, G).
Then, in view of (2.43), we get

En,2 (h,G) � En,2 (h2, G) ≥ 1
4
(|an,1|En,2 (h1, G) + En,2 (h2, G))

because of the assumption (2.47).
To prove (2.48), one can proceed as follows. Letω := f0(τ),

∆ := f−1
0 ({w : |ω − w| < 5/4, |arg (ω − w)| < π/6}) .

SinceG is a quasidisk, so is∆ (with the coefficient of quasiconformality
depending only on that ofG). Moreover, for any pointζ ∈ ∆ the first
inequality in (2.12) holds. The quasiconformality of∂∆ also implies that,
for r < r0 small enough, for the circular arc

lr =
{
z ∈ ∆ : |z − τ | = r, θ1(r) ≤ arg(z − τ) ≤ θ2(r)

}
,

separating in∆ pointsτ andz0, we have

θ2(r) − θ1(r) ≥ δ = δ(L).

Further arguments depend on the explicit forms ofh1 andh2, and are left
to the reader.

Note that, for each particular pair of functionsh1, h2, the above argu-
ments can be substantially simplified. For example, ifh1 andh2 are both
power functions, i.e.,hj = fβj ,τ , j = 1, 2,β2 > β1, (the case we aremostly
interested in), then using the left inequality in (2.47), (2.43), and applying
(2.32) toh1 andh2 with k = [β2] + 1, we get∣∣∣∣∣an,1h

(k)
1 (z)

h
(k)
2 (z)

∣∣∣∣∣ � c (β1, β2)
∣∣∣∣d1/n (τ)
z − τ

∣∣∣∣β2−β1
≥ 2,
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if |z − τ | = εd1/n (τ) with anyε < ε0 (β1, β2, G). Hence, for the pointzε
defined by (2.33), we have∣∣∣h(k) (zε)

∣∣∣ ≥
∣∣∣h(k)

2 (zε)
∣∣∣

for anyε < ε0, which is sufficient to then follow the proof of Theorem 2.2.
��

Corollary 2.3 Leth be defined by(2.44). Then, for any fixedR > 0,

En,2 (h,G ∩D(τ,R)) � En,2 (h,G) .

Proof. In view of (2.45), it is sufficient to get the desired inequality in the
case whenh is eitherfβ,τ or gm,l,τ . Let r > 0 be chosen in such a way that
D (Φ(τ), r) ⊂ Φ (D(τ,R)). DenoteG̃ = Ψ (D (Φ(τ), r) ∩ ID). ThenG̃ is
a quasidisk and̃G ⊂ G ∩D(τ,R). Obviously,

En,2 (h,G ∩D(τ,R)) ≥ En,2

(
h, G̃

)
.(2.49)

The domainsG andG̃ have the same local structure near the pointτ . So, it
is not difficult to verify that

d̃1/n(τ) 	 d1/n (τ) as n → ∞.(2.50)

Thus, applying lower estimate in (2.43) to the functionh in G̃, using (2.50)
and upper estimate in (2.43) forG, we easily get

En,2

(
h, G̃

)
	 En,2 (h,G) ,(2.51)

which together with (2.49) gives the required. ✷

Corollary 2.4 Supposef(z) is analytic inG and, for someR > 0, on the
setG ∩D(τ,R), τ ∈ L, can be represented in the form

f(z) = h(z) + g(z),

whereg is analytic onD(τ,R), ‖g‖
L∞(D(τ,R)) ≤ 1, andh is of the form

(2.44). Then

En,2(f,G) ≥ cEn,2(h,G),

wherec is a constant independent ofn andg.



L2-Approximations of power and logarithmic functions with applications 519

Proof.We follow the previous proof and construct, forR/2 instead ofR,
the domainG̃, for which (2.49) and (2.50) are satisfied. Observe now that

En,2

(
g, G̃

)
≤ En,2 (g,D(τ,R/2))

≤ R ‖g‖L∞(D(τ,R)) 2
−n ≤ 2−nR.(2.52)

It follows from (2.7) that, for anyτ ∈ G,

d1/n (τ) � n−1/c.(2.53)

Hence, (2.45) and (2.43) imply

En,2(h,G) � n−C1 .(2.54)

Similar estimates hold for̃G. Using the triangle inequality, (2.52), and (2.51)
we get

En,2(f,G) ≥ En,2

(
h, G̃

)
−En,2

(
g, G̃

)
≥ En,2

(
h, G̃

)
	 En,2

(
h, G̃

)
.

This completes the proof. ✷

The following result is an analog of Andrievskii’s lemma ([2]).

Lemma 2.3 Let z0 ∈ G andh(z) be analytic onG, continuous onG and
such thath′ ∈ L2(G). Suppose that for some positive integer constantC0
and everyk ∈ IN

EkC0,2
(
h′, G

) ≤ 1
2
Ek,2

(
h′, G

)
.(2.55)

If for somep ∈ IPn+1 (n ≥ 2) and constantscn ∈ |C,M > 0,∥∥p′ + cnh
′∥∥
L2(G) ≤ M(2.56)

andp (z0) + cnh (z0) = 0, then

‖p+ cnh‖L∞(G) ≤ CM
√
log n,

whereC is independent ofcn,M , andn.

Proof.If cn = 0, the assertion reduces toAndrievskii’s lemma, soweassume
thatcn /= 0. LetQ′

k,degQ
′
k ≤ k,k = 1, 2, . . ., be the bestL2-approximants

to h′. Then from (2.56) we have

En,2
(
h′, G

)
=
∥∥h′ −Q′

n

∥∥
L2(G) ≤

∥∥∥∥h′ +
p′

cn

∥∥∥∥
L2(G)

≤ M

|cn| ,(2.57)
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and so ∥∥p′ + cnQ
′
n

∥∥
L2(G) ≤ M + |cn|En,2

(
h′, G

) ≤ 2M.

SelectingQk so thatp (z0) + cnQk (z0) = 0, i.e.,Qk (z0) = h (z0) for all
k, Andrievskii’s lemma yields

‖p+ cnQn‖L∞(G) ≤ C1M
√

log n.(2.58)

Next we claim that

‖h−Qn‖L∞(G) ≤ C2
√

log n
M

|cn| .(2.59)

Indeed, following awell-known scheme (see e.g. [2]) we choosek satisfying
Ck0 ≤ n < Ck+1

0 . Since∥∥∥Q′
Cj+1

0
−Q′

Cj
0

∥∥∥
L2(G)

≤ 2E
Cj

0 ,2

(
h′, G

)
(2.60)

and, thanks to (2.55), the series
∑
j ECj

0 ,2
(h′, G) converges, we get for

z ∈ G

(h−Qn) (z) =
(
QCk+1

0
−Qn

)
(z) +

∞∑
j=k+1

(
Q
Cj+1

0
−Q

Cj
0

)
(z).

From (2.60) we conclude (via Andrievskii’s lemma) that∥∥∥QCj+1
0

−Q
Cj

0

∥∥∥
L∞(G)

≤ C1

√
logCj+1

0 E
Cj

0 ,2

(
h′, G

)
.

In the same way,∥∥∥QCk+1
0

−Qn

∥∥∥
L∞(G)

≤ C1

√
logCk+1

0 En,2
(
h′, G

)
.

Hence

‖h−Qn‖L∞(G)

≤ C1

√logCk+1
0 En,2

(
h′, G

)
+

∞∑
j=k+1

√
logCj+1

0 E
Cj

0 ,2

(
h′, G

)
≤ C3

(√
logCk+1

0 En,2
(
h′, G

)
+ ECk+1

0 ,2

(
h′, G

)
×

∞∑
j=k+1

√
logCj+1

0 2k+1−j


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≤ C4
√

log nEn,2
(
h′, G

)1 +
∞∑

j=k+1

√
j + 1
k + 1

2k+1−j


≤ C4

√
log nEn,2

(
h′, G

)(
1 + 2

∞∑
m=1

√
m2−m

)

≤ C5
√

log nEn,2
(
h′, G

) ≤ C5
√

log n
M

|cn| ,

which proves the claim.
Finally, from (2.58) and (2.59) we obtain

‖p+ cnh‖L∞(G) ≤ ‖p+ cnQn‖L∞(G) + |cn| ‖h−Qn‖L∞(G)

≤ C1M
√
log n+ C2 |cn|

√
log n

M

|cn| = CM
√
log n.

This completes the proof. ✷

We will need the following application of Lemma 2.3.

Corollary 2.5 Let τj ∈ L, j = 1, r, and, for eachj and k = 1, kj , let
hj,k denote eitherfβj,k,τj , βj,k > 0 noninteger, orgmj,k,lj,k,τj , mj,k > 0.
Suppose that for someconstantscn,j,k,k = 1, kj , j = 1, r, and apolynomial
p ∈ IPn+1 (n ≥ 2) the inequality∥∥∥∥∥∥p′ +

r∑
j=1

kj∑
k=1

cn,j,kh
′
j,k

∥∥∥∥∥∥
L2(G)

≤ M

holds. If

p (z0) +
r∑
j=1

kj∑
k=1

cn,j,khj,k (z0) = 0,

then ∥∥∥∥∥∥p+
r∑
j=1

kj∑
k=1

cn,j,khj,k

∥∥∥∥∥∥
L∞(G)

≤ CM
√
log n,

whereC is a constant independent ofn and
{

{cn,j,k}kj

k=1

}r
j=1

.

Proof.Let cn := maxk,j |cn,j,k|. For allj, k denotẽcn,j,k := cn,j,k/cn, and
set

h :=
r∑
j=1

kj∑
k=1

c̃n,j,khj,k.
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It is sufficient to show that the functionh satisfies (2.55). Since

h′
j,k =


βj,kfβj,k−1,τj if hj,k = fβj,k,τj ,
mj,kgmj,k−1,lj,k,τj + lj,kgmj,k−1,lj,k−1,τj

if hj,k = gmj,k,lj,k,τj ,

we have

h′ =
r∑
j=1

∑
k

bn,j,kh̃j,k =:
r∑
j=1

h̃j ,

where h̃j,k is one of the functionsfβj,k−1,τj , gmj,k−1,lj,k,τj , and

gmj,k−1,lj,k−1,τj . Hence,̃hj is of the form (2.44). Note that the set of all
bn,j,k’s is bounded by a constant independent ofn. Clearly,

En,2
(
h′, G

) ≤
r∑
k=1

∑
k

|bn,j,k|En,2
(
h̃j,k, G

)
.(2.61)

On theother hand, by (2.12), there is anR, dependingonly on the set{τj}rj=1
and the coefficient of quasiconformality ofL, such that forj = 1, r the
functionh̃j is analytic onD (τk, R), for k /= j. Therefore, by Corollary 2.4
and Theorem 2.3, we get

En,2
(
h′, G

) ≥ c1 max
1≤j≤r

{
En,2

(
h̃j , G

)}
≥ c2

r∑
j=1

En,2

(
h̃j , G

)
≥ c3

r∑
k=1

∑
k

|bn,j,k|En,2
(
h̃j,k, G

)
.(2.62)

If h̃j,k = fβj,k−1,τj , then by Corollary 2.2 and (2.7) we have

EnC0,2

(
h̃j,k, G

)
≤ C1

(
d1/(nC0) (τj)

)βj,k

≤ C2
(
C−c

0 d1/n (τj)
)βj,k

≤ C3C
−cβj,k

0 En,2

(
h̃j,k, G

)
.

Therefore, takingCj,k =
[
(2C3/c3)

1/(cβj,k)
]
+ 1, wherec3 is the constant

from (2.62), we get

EnC0,2

(
h̃j,k

)
≤ c3

2
En,2

(
h̃j,k, G

)
.
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A similar inequality holds if̃hj,k is any of the other possible functions.With
C0 := maxj,k Cj,k, (2.61) and (2.62) yield

EnC0,2
(
h′, G

) ≤
r∑
k=1

∑
k

|bn,j,k|EnC0,2

(
h̃j,k, G

)
≤ 1

2
c3

r∑
k=1

∑
k

|bn,j,k|EnC0,2

(
h̃j,k, G

)
≤ 1

2
En,2

(
h′, G

)
,

which establishes (2.55). The result now follows from Lemma 2.3. ✷

3 Approximation of the Riemann mapping

Now we apply the results obtained to the approximation of Riemann map-
ping functionf0(z).

Suppose that the boundaryL of a domainG is a piecewise analytic curve
without cusps, i.e.,L is composed of a finite number of analytic arcsmeeting
at cornersτj and forming there interior anglesαjπ, 0 < αj < 2, j = 1,M .
Obviously,G is a quasidisk.

With z0 ∈ G, letw = f0(z) denote the conformal mapping ofG onto
the diskD(0, r0), normalized so thatf0(z0) = 0 andf ′

0(z0) = 1, where
r0 := r0(G, z0) is the conformal radius ofGwith respect toz0. Thebehavior
of f0 at an analytic corner has been considered in [13] and applied to the
problem of approximation of the Riemann mapping function in [11].

We shall assume throughout this section thatno logarithmic terms occur
in the asymptotic expansions off0 near the cornersτj , j = 1,M , whereM
is the total number of corners of the boundaryL. This would be the case if,
for everyj, j = 1,M , either the cornerτj is formed by two straight-line
segments or two circular arcs, or ifαj is irrational; see [13, Theorem 2],
[7, p. 170] and [19, pp. 169–170]. Suitable modifications of the analysis for
the cases when logarithmic terms appear in the asymptotic expansions off0
near some cornerτj are left to the reader.

Let m denote the number of corners for whichαj is not of the form
1/N ,N ∈ IN, and assumem ≥ 1. For convenience, such cornersτj will be
indexed byj = 1,m. (That is, ifj > m, then the mapping functionf0 has
an analytic continuation in some neighborhood of the cornerτj .)

For eachk = 1,m denote by
{
γ

(k)
j

}∞
j=1

the increasing arrangement of

the possible powersp + q/αk (p ∈ IN0, q ∈ IN) of (z − τk) that appear in
the asymptotic expansion off0(z) nearτk. In particular, ifτk is formed by
two straight-line segments, then

γ
(k)
j = j/αk, j = 1, 2, . . . .
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Also, if αk is irrational, or the cornerτk is formed by two circular arcs, then

γ
(k)
1 = 1/αk;

γ
(k)
2 = 1/αk +min (1/αk, 1) ;

γ
(k)
3 =


1/αk + 2, 0 < αk < 1/2,
2/αk, 1/2 < αk < 1,
1/αk + 1, 1 < αk < 2

;

...

Thementioned asymptotic expansion nearτk can thus bewritten in the form

f0(z) =
∞∑
j=0

a
(k)
j (z − τk)

γ
(k)
j =

∞∑
j=0

a
(k)
j f

γ
(k)
j ,τk

(z),(3.1)

where
γ

(k)
0 := 0, f0,τk(z) ≡ 1, and a

(k)
1 /= 0.(3.2)

In (3.1) we remark thatγ(k)
1 = 1/αk > 1/2 and that in the case when

αk is rational, it is possible thatγ
(k)
j ∈ IN for indicesj ≥ 2, so thatf

γ
(k)
j ,τk

is analytic atτk.
For eachk = 1,m choose a numberpk ∈ IN0 and denote

νk := min
{
j > pk | γ(k)

j /∈ IN, a(k)
j /= 0

}
.

In what follows, we assume that at least one ofνk’s is finite; otherwise,
results become trivial.

Consider the function

f(z) := f0(z) −
m∑
k=1

νk∑
j=0

a
(k)
j f

γ
(k)
j ,τk

(z) +H(z),

where, form > 1,H(z) is thepolynomial interpolatingeachof the functions

m∑
k = 1
k /= l

νk∑
j=0

a
(k)
j f

γ
(k)
j ,τk

(z)

and its derivatives up to and including the order
[
γ

(l)
νl+1

]
at the pointτl,

l = 1,m. Form = 1, we takeH(z) ≡ 0. Clearly,

degH ≤
m∑
l=1

[
γ

(l)
νl+1

]
+m− 1
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and the function

f ′(z) = f ′
0(z) −

m∑
k=1

νk∑
j=1

a
(k)
j f ′

γ
(k)
j ,τk

(z) +H ′(z)

has, near eachτk, the asymptotic expansion

f ′(z) = γ
(k)
νk+1a

(k)
νk+1 (z − τk)

γ
(k)
νk+1−1 + . . . .

Proceeding as in [11], we denote

g(z) := f ′(z)
m∏
k=1

(z − τk)

and conclude thath := g ◦ Ψ ∈ Λ(s̃) with

s̃ := min
1≤k≤m

{
(2 − αk) γ

(k)
νk+1

}
.

This means that for̃s = p+ γ, p ∈ IN0, 0 < γ ≤ 1, h(p) ∈ Lip γ, if γ < 1,
andh(p) belongs to the Zygmund class, ifγ = 1, on∂ID. SinceG is a Faber
domain, it immediately follows that

En,∞(g,G) := min
p∈IPn

‖g − p‖L∞(G) � n−s̃, n = 1, 2, . . . .(3.3)

Then (see [10, Theorem2]) there is a polynomial sequence{Qn}n>m,Qn ∈
IPn, such that ∥∥f ′ −Qn

∥∥
L2(G) � n−s̃√log n.

That is,∥∥∥∥∥∥f ′
0 −

m∑
k=1

νk∑
j=1

a
(k)
j f ′

γ
(k)
j ,τk

+H ′ −Qn

∥∥∥∥∥∥
L2(G)

� n−s̃√log n.(3.4)

Note now thatf ′
β,τ (z) = βfβ−1,τ (z). So, using Corollary 2.2 and (2.3) we

construct polynomialsPk,n ∈ IPn, k = 1,m, such that∥∥∥∥f ′
γ
(k)
νk
,τk

− Pk,n

∥∥∥∥
L2(G)

� n−(2−αk)γ(k)
νk .(3.5)

Then for the polynomials

P̂n(z) = P̂n (p1, . . . , pm; z)

:=
m∑
k=1

νk−1∑
j=pk+1

a
(k)
j f ′

γ
(k)
j ,τk

(z) +
m∑
k=1

a(k)
νk
Pk,n(z) −H ′(z) +Qn(z)
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we get from (3.4) and (3.5)∥∥∥∥∥∥f ′
0 −

m∑
k=1

pk∑
j=1

a
(k)
j f ′

γ
(k)
j ,τk

− P̂n

∥∥∥∥∥∥
L2(G)

� n−s̃√log n+
m∑
k=1

n−(2−αk)γ(k)
νk � n−s∗ ,(3.6)

where
s∗ = s∗ (p1, . . . , pm) := min

1≤k≤m

{
(2 − αk) γ(k)

νk

}
,(3.7)

and an empty sum has value zero.

Remark3.1 Taking, for instance, all thepk = 0, k = 1,m, and setting
P̌n(z) := P̂n(0, . . . , 0; z) we get from (3.6):∥∥f ′

0 − P̌n
∥∥
L2(G) � n−s,

where

s := s∗(0, . . . , 0) = min
1≤k≤m

{
(2 − αk) γ

(k)
1

}
= min

1≤k≤m

{
2 − αk
αk

}
.

(3.8)
Because of the minimal property of Bieberbach polynomialsπn(z), it fol-
lows that ∥∥f ′

0 − π′
n

∥∥
L2(G) = O (

n−s)(3.9)

and, consequently,

‖f0 − πn‖L∞(G) = O
(√

log n
ns

)
as n → ∞.(3.10)

This rate of convergence is an improvement of [10, Theorem 1] and, partic-
ularly, [11, Theorem 2], where the corresponding results contain the factor
log n instead of its square root. Such improvement was also shown in [6]
for domains with piecewise quasianalytic boundary.

In view of the asymptotic expansion off0 near the cornersτk, k = 1,m,
and the estimate (3.6), it is reasonable to extend the power system{zn},
n ∈ IN0, by adjoining the functionsf ′

γ
(k)
j ,τk

(z), j = 1, pk, k = 1,m (cf.

[14]). For this purpose, put

r0 := 0, rl :=
l∑
k=1

pk, l = 1,m,
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and consider the system{ηj}∞
1 defined by

ηj(z) := f ′
γ
(l)
j−rl−1

,τl
(z), j = rl−1 + 1, rl, l = 1,m,

ηrm+1(z) := 1, ηrm+2(z) := 2z, . . . ηrm+n(z) := nzn−1, . . . .

If someαk is rational, it is possible that someηj , 1 ≤ j ≤ rm, is a
polynomial, in which case we avoid redundancy in the basis by omitting
suchηj . For convenience in exposition, we assume that this situation does
not arise.

Set

µj(z) :=

z∫
z0

ηj(ζ)dζ, z ∈ G.(3.11)

Next we orthonormalize the system{ηk}∞
1 by means of the Gram-Schmidt

process to get{η∗
k}∞

1 . The functionsη∗
k have the representation

η∗
k(z) =

k∑
j=1

bk,jηj(z),

wherebk,k > 0, k = 1, 2, . . . .
Let

IPAn−1 :=

{
pA : pA(z) =

rm+n∑
k=1

tkηk(z), tk ∈ |C

}

=
{
t1f

′
γ
(1)
1 ,τ1

(z) + . . .+ trmf
′
γ
(m)
pm ,τm

(z) + trm+1 + 2trm+2z

+ . . .+ ntrm+nz
n−1

}
.

Also, for z0 ∈ G, letK(z, z0) denote theBergman kernel function ofG,
which has the reproducing property

g(z0) =
∫ ∫
G

g(z)K(z, z0)dxdy, for anyg ∈ L2(G).(3.12)

Then (see [8, p. 34])

f ′
0(z) =

K (z, z0)
K (z0, z0)

,

f0(z) =
1

K (z0, z0)

z∫
z0

K (ζ, z0) dζ.(3.13)
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We form the partial Fourier sum forK (z, z0):

K̃n (z, z0) =
rm+n∑
j=1

(
K(·, z0), η∗

j

)
η∗
j (z)

=
rm+n∑
j=1

η∗
j (z0)η

∗
j (z) =

rm+n∑
j=1

hn,jηj(z)

= hn,1f
′
γ
(1)
1 ,τ1

(z) + . . .+ hn,rmf
′
γ
(m)
pm ,τm

(z) + hn,rm+1

+ . . .+ nhn,rm+nz
n−1.

Obviously, augmented polynomials̃Kn (z, z0) are the best approximants to
K (z, z0) in L2(G) out of the spaceIPAn−1, i.e.,∥∥∥K (·, z0) − K̃n (·, z0)

∥∥∥
L2(G)

≤ ∥∥K (·, z0) − pA
∥∥
L2(G) for any

pA ∈ IPAn−1.

Following (3.13) we approximatef ′
0(z) andf0(z) respectively by

π̃′
n(z) :=

K̃n (z, z0)

K̃n (z0, z0)
=

1

K̃n (z0, z0)

rm+n∑
j=1

hn,jηj(z)(3.14)

and

π̃n(z) :=
1

K̃n (z0, z0)

z∫
z0

K̃n (ζ, z0) dζ

=
1

K̃n (z0, z0)

rm+n∑
j=1

hn,jµj(z)

=
1

K̃n (z0, z0)

 m∑
l=1

rl∑
j=rl−1+1

hn,j

(
f
γ
(l)
j−rl−1

,τ�
(z) − f

γ
(l)
j−rl−1

,τ�
(z0)

)

+
n∑
j=1

hn,rm+j

(
zj − zj0

) .(3.15)

Clearly,π̃n (z0) = 0, π̃′
n (z0) = 1,n = 1, 2, . . .. It is natural to call the func-

tionsπ̃n theaugmented Bieberbach polynomialsover the system{µk}∞
1 .

Hence, from (3.6) and the minimum property of the Fourier sum we get∥∥f ′
0 − π̃′

n

∥∥
L2(G) � n−s∗ .(3.16)
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Now we follow the method of Andrievskii [2]. Applying Corollary 2.5 we
derive an estimate for the uniform norm ofπ̃2k − π̃2k−1 , k = 1, 2, . . ., from
an estimate of theL2-norm of(π̃2k − π̃2k−1)′ and get

‖f0 − π̃n‖L∞(G) � n−s∗√log n.

Thus, we have established

Theorem 3.1 SupposeL = ∂G is a piecewise analytic curve with interior
anglesαjπ, 0 < αj < 2, at the cornersτj , j = 1,M , where we assume
that no logarithmic terms occur in the asymptotic expansions off0 nearτj .
Withm (≥ 1) described as at the beginning of this section, we have: For any
fixed numberspj ∈ IN0, j = 1,m, the augmented Bieberbach polynomials
π̃n, defined by(3.15), approximatef0(z) with the estimate

‖f0 − π̃n‖L∞(G) = O
(√

log n
ns∗

)
as n → ∞,(3.17)

wheres∗ = s∗(p1, . . . , pm) is defined by(3.7).

LetEAn,∞ (f0, G)denote theerror in best uniformapproximation tof0(z)

out of the spacẽIP
A

n spanned by the functions{µj}rm+n
1 (cf. (3.11)).

Theorem 3.2 LetG ands∗ be as in Theorem3.1, and letκ be the index for
which the minimal value in(3.7) is attained. Then

‖f0 − π̃n‖L∞(G) ≥ EAn,∞ (f0, G) 	 n−s∗ .(3.18)

In particular (sincea(κ)
1 /= 0 andγ(κ)

1 = 1/ακ /∈ IN), for the classical
Bieberbach polynomials,

∥∥f ′
0 − π′

n

∥∥
L2(G) 	 1

ns
and

1
ns

� ‖f0 − πn‖L∞(G) �
√
log n
ns

,(3.19)

wheres is given by(3.8).

Proof.SinceG is a Faber domain, the upper estimate in (3.18) follows from
the fact that for the function

h(z) := f0(z) −
m∑
k=1

pk∑
j=0

a
(k)
j f

γ
(k)
j ,τk

(z)

we haveh ◦ Ψ ∈ Λ (s∗) on∂ID.
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Let qAn ∈ ĨP
A

n , n ≥ νκ, be an arbitrary augmented polynomial. Then, for
r small enough, using the expansion (3.1) off0(z) in Gr := G ∩D (τκ, r)
we get

f0(z) − qAn (z) =
pκ∑
j=0

cn,jfγ(κ)
j ,τκ

(z) + a(κ)
νκ
f
γ
(κ)
νκ ,τκ

(z)

+
∞∑

j=νκ+1

cjfγ(κ)
j ,τκ

(z) − h(z) − qn(z),(3.20)

where the functionh is analytic inD (τκ, 2r), qn ∈ IPn is an algebraic
polynomial of degree at mostn. By arguments similar to those used for
the estimate (3.3) (see also [11, Sec. 1.3]), the second sum in (3.20) can

be approximated with the raten(ακ−2)γ(κ)
νκ+1 . Also, h can be approximated

on Gr geometrically fast. Therefore, it is sufficient to show that for any
constants{Cn,j}pκ

j=0 the function

g(z) :=
pκ∑
j=0

Cn,jfγ(κ)
j ,τκ

(z) + f
γ
(κ)
νκ ,τκ

(z)

cannot be uniformly approximated onGr by algebraic polynomials essen-
tially faster thanf

γ
(κ)
νκ ,τκ

for which the rate, according to the Corollary 2.2,

is n−s∗ . Estimating the uniform norm from below by theL2-norm and ap-
plying Theorem 2.3, we arrive at the desired lower estimate in (3.18).

The assertions of (3.19) follow from (3.9) by applying a similar argument
to get a lower bound for‖f ′

0 − π′
n‖L2(G). ✷

We remark that we can also apply Gaier’s method ([11, p. 39]) to get the
pointwise estimate

|η∗
n(z0)| = O

(
1
ns∗

)
, n → ∞ (z0 ∈ G),(3.21)

for the augmented orthonormal polynomialsη∗
n. For the nonaugmented case,

i.e. whenη∗
n = Pn−1 is the ordinary Bergman orthonormal polynomial,

Gaier [11] raised the question of findingmore precise estimates for|Pn(z0)|.
In our case, (3.21) gives

|Pn(z0)| = O
(

1
ns

)
, (n → ∞)(3.22)
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with s given by (3.8). On the other hand, from (3.19) and Lemma 4.4 of
[17],

∞∑
k=n+1

|Pk(z0)|2 = ‖K (·, z0) −Kn (·, z0)‖2
L2(G)

	 ∥∥f ′
0 − π′

n

∥∥2
L2(G) 	 n−2s,

fromwhich it follows that for eachε > 0, thereexistsasubsequenceΛε ⊂ IN
such that

|Pn(z0)| � 1

ns+
1
2+ε

, n ∈ Λε.(3.23)

Numerical results in Sect. 4 indicate that for certain regionsG, the precise
rate of decrease is indeed

|Pn(z0)| ≈ 1

ns+
1
2
.

4 Numerical experiments

4.1 The test regions

LetGα denote the circular sector of radius 2 with interior angleαπ:

Gα := {z : |z| < 2,−απ/2 < argz < απ/2} , 0 < α < 2;

let f0 be the conformal mapGα → D (0, r0), normalized by the conditions

f0(1) = 0 and f ′
0(1) = 1;

(recall thatr0 is the conformal radiusofGαwith respect toz0 = 1); and, as in
Sect. 3, letK(z, 1) denote the Bergman kernel function ofGα with respect
to z0 = 1. Also, let πn(z) denote the Bieberbach polynomial obtained,
as indicated in Sect. 3, by integrating the best approximant toK(z, 1) in
L2(Gα) out of the space of polynomials of degreen− 1, and similarly, let
π̃n(z) denote the augmentedBieberbach polynomial obtained by integrating
the best approximant toK(z, 1) in L2 (Gα) out of the space

IPAn−1 =
{
t1z

1/α−1 + t2 + t3z + · · · + tn+1z
n−1,

tj ∈ |C, j = 1, n+ 1
}
;(4.1)

see (3.15). Finally, for nonintegerβ > −1 andm ∈ IN, let

fβ(z) = zβ and gm(z) = zm log z.(4.2)
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In this section we present numerical results illustrating the orders of
approximation predicted by the theory, regarding the following six errors:

En,2 (fβ, Gα) := min
p∈IPn

‖fβ − p‖L2(Gα) ,(4.3)

En,2 (gm, Gα) := min
p∈IPn

‖gm − p‖L2(Gα)(4.4)

and
En,2 (f0, Gα) := ‖f ′

0 − π′
n‖L2(Gα) ,

En,∞ (f0, Gα) := ‖f0 − πn‖L∞(Gα) ,
(4.5)

Ẽn,2 (f0, Gα) := ‖f ′
0 − π̃′

n‖L2(Gα) ,

Ẽn,∞ (f0, Gα) := ‖f0 − π̃n‖L∞(Gα) .
(4.6)

In addition, we present numerical results illustrating the rate of decrease of
theBergmanorthonormal polynomialsPn(z)ofGα, asn → ∞.Wedo these
by considering: (a) an Orthonormalization Method (ONM) for constructing
bothPn(z) and the polynomials that realize the minimum in (4.3) and (4.4),
see e.g. [8, Chapter I]; (b) the application of the Bergman Kernel Method
(BKM) for computing approximations to the conformalmapf0, with respect
to the errors in (4.5) and (4.6), see e.g. [8, Chapter I] and [14].

For each value of the parameterα, the mappingw = f0(z) can be
computed by means of the transformation

f0(z) =

(
2α(41/α − 1)
41/α + 1

)
t− d

td− 1
,(4.7)

where

t =

(
iz1/α + 21/α

iz1/α − 21/α

)2

and d =

(
i+ 21/α

i− 21/α

)2

,(4.8)

Thus, the value of the conformal radiusr0 is given by

r0 = f0(2) =
2α(41/α − 1)
41/α + 1

.

Since the kernel functionK(z, 1) is related tof0(z) by

K(z, 1) =
1
πr20

f ′
0(z);(4.9)

see e.g. [8, p. 34], it follows, in particular, that

K(1, 1) =
1
πr20

=
1
π

(
41/α + 1

2α(41/α − 1)

)2

.(4.10)
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We consider now the asymptotic behavior of the mapf0 near the three
cornersτ1 = 0, τ2 = 2e−iαπ/2 andτ3 = 2eiαπ/2 of Gα. The two arms
forming the corner at the origin are both straight lines, and therefore from
the Schwarz-Christoffel transformation, asz → 0,

f0(z) = f0(0) +
∞∑
j=1

ajz
j/α, a1 /= 0;(4.11)

see e.g. [19, pp. 169–170]. We note that the coefficientsaj in (4.11) can be
computed explicitly in terms ofα from (4.7)–(4.8). In particular,

a1 = 2r0 (1 − 4−1/α) and a2 = −2r0 (1 − 41/α)2 4−2/α.(4.12)

Each of the two other cornersτj , j = 2, 3, has interior angleπ/2 and is
formed by a straight line and a circular arc; hence, as remarked in Sect. 3,
f0 is regular atτj , j = 2, 3. Furthermore,f0 has a branch point singularity
at 0 whenever1/α /∈ IN. In other words, the only singularity off0 on the
boundaryL of Gα occurs at the origin, in cases when1/α is not an integer
and, in such cases, the dominant term of the asymptotic expansion off0
at 0 is z1/α. This observation, and the fact that in the BKM one constructs
best approximations with respect to the kernel function (4.9) explains the
particular choice of the space (4.1); see also [14], [16].

4.2 Computational details

Let {ηj}∞
j=1 be a complete set of functions inL2 (Gα). In both ONM and

BKM the set{ηj}lj=1 is orthonormalized by means of the Gram-Schmidt

process to produce theorthonormal set
{
η∗
j

}l
j=1

. This, in particular, requires

the computation of the inner products

(ηk, ηj) =
∫ ∫
Gα

ηk(z)ηj(z) dxdy, k = 1, l, j = 1, l.(4.13)

For the application of the ONM we use the computational convenient
monomial set

ηj(z) = zj−1, j = 1, n+ 1.

Once the orthonormal system
{
η∗
j

}n+1

j=1
has been constructed, the values of

the Bergman polynomials are obtained from

Pj−1(z) = η∗
j (z), j = 1, n+ 1.
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Also, the two errors (4.3) and (4.4) can be computed from the Fourier co-
efficients of the functionsfβ andgm, since the minimum property of finite
Fourier sums implies

E2
n,2 (fβ, Gα) = ‖fβ‖2

L2(Gα) −
n+1∑
j=1

∣∣(fβ, η∗
j

)∣∣2 ,(4.14)

and

E2
n,2(gm, Gα) = ‖gm‖2

L2(Gα) −
n+1∑
j=1

∣∣(gm, η∗
j

)∣∣2 .(4.15)

For our purposes here it is important to note that each one of the inner
products involved in (4.13), (4.14), and (4.15) is given explicitly in terms of
sines and cosines of the opening angleαπ.

In the BKM, the approximation tof0 is obtained from (4.9) after first
approximating the kernelK(z, 1) by a finite Fourier sum. The reason for
doing so is that, due to the reproducing property (3.12), the Fourier coeffi-
cients ofK(z, 1) can be computed without requiring the explicit knowledge
of K(z, 1). Therefore, in order to construct the approximationsπn(z) and
π̃n(z) we orthonormalize, respectively, the monomial set (MB),

ηj(z) = zj−1, j = 1, n,(4.16)

and the augmented set (AB)

η̃1(z) = z1/α−1, η̃j(z) = zj−2, j = 2, n+ 1.(4.17)

As with the ONM, the inner products in (4.13) are given explicitly in terms
of sines and cosines of the opening angleαπ.

The details of the BKM are as follows: Let{η∗
j }nj=1 and{η̃∗

j }n+1
j=1 denote

respectively the two orthonormal systems obtained from (4.16) and (4.17).
Then, because of (3.12),

Kn(z, 1) =
n∑
j=1

η∗
j (1)η

∗
j (z),(4.18)

and

K̃n(z, 1) =
n+1∑
j=1

η̃∗
j (1)η̃

∗
j (z),(4.19)

are, respectively, then-th BKM/MB and then-th BKM/AB approximation
toK(z, 1), and from (3.15) we set

πn(z) =
1

Kn(1, 1)

z∫
1

Kn(ζ, 1)dζ,(4.20)
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π̃n(z) =
1

K̃n(1, 1)

z∫
1

K̃n(ζ, 1)dζ.(4.21)

(Note thatπn(z) andπ̃n(z) are normalized so thatπn(1) = π̃n(1) = 0 and
π′
n(1) = π̃′

n(1) = 1.)
Regarding the four errors (4.5)–(4.6) we observe the following:
The order of approximation in each of the two errors‖f ′

0 − π′
n‖L2(Gα)

and ‖f ′
0 − π̃′

n‖L2(Gα), can be computed with the orthonormal functions,
using (4.10), (4.18) and (4.19). This follows by noting that:

i) ∥∥f ′
0 − π′

n

∥∥
L2(Gα) 	 ‖K(·, 1) −Kn(·, 1)‖L2(Gα)

and ∥∥f ′
0 − π̃′

n

∥∥
L2(Gα) 	

∥∥∥K(·, 1) − K̃n(·, 1)
∥∥∥
L2(Gα)

;

see [17, Lemma 4.4].
ii) The minimum property of finite Fourier sums and Parseval’s identity

imply that

‖K(·, 1) −Kn(·, 1)‖2
L2(Gα) = K(1, 1) −Kn(1, 1),(4.22)

and ∥∥∥K(·, 1) − K̃n(·, 1)
∥∥∥2

L2(Gα)
= K(1, 1) − K̃n(1, 1);(4.23)

see e.g. [8, p. 25].

Estimates for the two other errors‖f0 − πn‖L∞(Gα) and
‖f0 − π̃n‖L∞(Gα) can be obtained from (4.7)–(4.8) and (4.18)–(4.21), by
using a number of test points on the boundaryL.

4.3 Numerical results

The results of Corollary 2.2 indicate that for anyα, 0 < α < 2,

En,2 (fβ, Gα) 	 1
nλ(β+1) , En,2 (gm, Gα) 	 1

nλ(m+1) ,(4.24)

with λ = 2−α, for the polynomial approximations to the special functions
(4.2). Furthermore, since for any0 < α < 2, the coefficientsa1 anda2 in
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the asymptotic expansion (4.11) off0 nearτ1 = 0 are different from 0 (cf.
(4.12)), we have from Theorems 3.1, 3.2 and (3.16) that, for1/α /∈ IN,

En,2 (f0, Gα) 	 1
nλ/α

,
1

nλ/α
� En,∞ (f0, Gα) �

√
log n
nλ/α

,(4.25)

Ẽn,2 (f0, Gα) 	 1
n2λ/α ,

1
n2λ/α � Ẽn,∞ (f0, Gα) �

√
log n
n2λ/α .(4.26)

Finally, regarding theBergmanpolynomials{Pn}∞
n=0, foranyα,0 < α < 2,

with 1/α /∈ IN, and anyζ ∈ Gα, we have from (3.22) and (3.23):

– for all n ∈ IN,

|Pn(ζ)| � 1
nλ/α

;(4.27)

– for anyε > 0, there exist infinitely manyn such that,

|Pn(ζ)| � 1

nλ/α+ 1
2+ε

.(4.28)

For the remainder of this section we present numerical results that illustrate
the laws in the above errors and rates. All the results were obtained with
Maple V, using the systems facility for 128-digit floating point arithmetic,
on an IBM RS/6000. We have chosen to perform numerical work using this
high accuracy, in order to postpone the breakdown of the Gram-Schmidt
process. This was essential for our purposes here, because we needed to use
a large number of basis functions, typically up to 100, to observe a distinct
behavior for the orders of approximation in (4.25) and (4.26). (We note in
passing that numerical experiments withGα, using the double precision
Fortran conformal mapping package BKMPACK of Warby [20], failed to
produce precise conclusions for the orders in (4.25)–(4.26); see also [18,
Example 5.3].)

We recall that the Gram-Schmidt process is required by the application
of both ONM and BKM for the construction of the orthonormal system.
See [18] for a comprehensive study regarding the stability properties of
Bergman Kernel Methods and a characterization of the level of instability
in the Gram-Schmidt process, in terms of the geometry of the domain under
consideration. In particular, [18, Theorem3.1] implies that the level of insta-
bility for the domainGα, increases with decreasingα. Also, see [9, Sect. 6]
for a report on numerical experiments regarding the errors‖f ′

0 − π′
n‖L2(G)

and‖f0 − πn‖L∞(G), whenG is the image of{t : |t − 1| < 1} under the
mappingz = tα, 0 < α < 2.

In presenting the numerical results we use the following notations:

– σ: This denotes the order of approximation (the exponent of1/n) in the
errors (4.3)–(4.6), or the rate of decrease of|Pn(ζ)|, as they are predicted
by the theory of Sects. 2 and 3; see (4.24)–(4.28).
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– σn: This denotes the estimate ofσ corresponding to the use ofn basis
functions and is determined as follows: WithEn denoting any of the
errorsEn,2 (fβ, Gα),En,2 (gm, Gα), En,2 (f0, Gα), Ẽn,2 (f0, Gα), or the
value of|Pn(ζ)|, we assume that

En ≈ C
1
nσ
,(4.29)

and seek to estimateσ by means of the formula

σn = log
(
En−20

En

)
/ log

(
n

n− 20

)
.(4.30)

If En denoteseitherof theuniformerrorsEn,∞ (f0, Gα)or Ẽn,∞ (f0, Gα),
then we assume that

En ≈ C
√
log n

1
nσ
,(4.31)

and seek to estimateσ by means of the formula

σn =
(
log

(
En−20

En

)
− 1

2
log

(
log(n− 20)

log n

))
/

log
(

n

n− 20

)
.(4.32)

– σ∗
n: With En denoting either of the uniform errorsEn,∞ (f0, Gα) or

Ẽn,∞ (f0, Gα), we also test the law

En ≈ C
1
nσ

;(4.33)

thereby estimatingσ by means of

σ∗
n = log

(
En−20

En

)
/ log

(
n

n− 20

)
.(4.34)

L2-approximations to special functions.

The numerical results for the values0.5 and1.5 of the parameterα, and for
n = 20(20)100, are given in Tables 4.1–4.4. More precisely, Table 4.1 and
Table 4.2 contain the results for the orders in theL2-approximations tozβ,
corresponding to the valuesβ = −0.5, β = 0.5 andβ = 1.5. Table 4.3
and Table 4.4 contain the results for the orders in theL2-approximations to
zm log z, corresponding to the valuesm = 1,m = 2 andm = 3.

The presented results indicate clearly a close agreement between the
theoretical and the computed order of approximation, thus providing exper-
imental confirmation of the results in Sect. 2.
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Table 4.1. L2 polynomial approximations tozβ : Caseα = 0.5

β = −0.5 σ = 0.75 β = 0.5 σ = 2.25 β = 1.5 σ = 3.75
n En,2 (fβ , Gα) σn En,2 (fβ , Gα) σn En,2 (fβ , Gα) σn

20 9.8e-02 - 8.6e-04 - 4.1e-05 -
40 6.0e-02 0.73 1.8e-04 2.22 3.2e-06 3.71
60 4.4e-02 0.74 7.5e-05 2.23 7.1e-07 3.72
80 3.5e-02 0.75 3.9e-05 2.24 2.4e-07 3.73
100 3.0e-02 0.75 2.4e-05 2.24 1.1e-07 3.73

Table 4.2. L2 polynomial approximations tozβ : Caseα = 1.5

β = −0.5 σ = 0.25 β = 0.5 σ = 0.75 β = 1.5 σ = 1.25
n En,2 (fβ , Gα) σn En,2 (fβ , Gα) σn En,2 (fβ , Gα) σn

20 1.1e-00 - 1.7e-01 - 7.1e-02 -
40 9.6e-01 0.24 1.0e-01 0.74 3.0e-02 1.24
60 8.7e-01 0.24 7.4e-02 0.74 1.8e-02 1.24
80 8.1e-01 0.25 6.0e-02 0.74 1.3e-02 1.24
100 7.7e-01 0.25 5.1e-02 0.75 9.7e-03 1.25

Table 4.3. L2 polynomial approximations tozm log z: Caseα = 0.5

m = 1 σ = 3.0 m = 2 σ = 4.5 m = 3 σ = 6.0
n En,2 (gm, Gα) σn En,2 (gm, Gα) σn En,2 (gm, Gα) σn

20 5.2e-04 - 3.9e-05 - 5.7e-06 -
40 6.7e-05 2.97 1.8e-06 4.46 9.2e-08 5.96
60 2.0e-05 2.98 3.0e-07 4.47 8.2e-09 5.96
80 8.5e-06 2.98 8.2e-08 4.48 1.5e-09 5.97
100 4.4e-06 2.99 3.0e-08 4.48 3.9e-10 5.97

BKM approximations to the conformal map.

The numerical results for the valuesα = 5/11, α = 0.8 andα = 4/3,
respectively forn = 20(20)100, n = 20(20)120 andn = 20(20)120, are
given inTables 4.5, 4.6 and4.7. (Whenα = 5/11 theGram-Schmidt process
breaks downbeforen = 108 is reached.)Weconsider theseparticular values
of α because the corresponding power1/α − 1 of the singular function
η1(z) = z1/α−1 needed for the application of BKM/AB, can be presented
exactly in finite precision.

In all three tables, the results associated with the errorsEn,2 (f0, Gα)
andẼn,2 (f0, Gα) indicate the convergence ofσn to σ. Regarding the errors
En,∞ (f0, Gα) and Ẽn,∞ (f0, Gα), σ∗

n converges faster toσ thanσn. This
suggests, at least for the geometry under consideration, a behavior of the
type (4.33) for the errorsEn,∞ (f0, Gα) andẼn,∞ (f0, Gα).

In the application of BKM/AB withα = 5/11, presented in Table 4.5,
the slow convergence ofσn andσ∗

n to σ can be explained by observing
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Table 4.4. L2 polynomial approximations tozm log z: Caseα = 1.5

m = 1 σ = 1.0 m = 2 σ = 1.5 m = 3 σ = 2.0
n En,2 (gm, Gα) σn En,2 (gm, Gα) σn En,2 (gm, Gα) σn

20 3.2e-01 - 1.7e-01 - 1.2e-01 -
40 1.6e-01 0.99 6.1e-02 1.49 3.1e-02 1.99
60 1.1e-01 0.99 3.3e-02 1.49 1.4e-02 1.99
80 8.1e-02 0.99 2.2e-02 1.49 7.8e-03 1.99
100 6.5e-02 0.99 1.6e-02 1.49 5.0e-03 1.99

Table 4.5. BKM approximations tof0: Caseα = 5/11

BKM/MB: σ = 3.4 BKM/AB: σ = 6.8

n En,2 (f0, Gα) σn En,∞ (f0, Gα) σn σ∗
n Ẽn,2 (f0, Gα) σn Ẽn,∞ (f0, Gα) σn σ∗

n

20 3.7e-04 - 2.0e-04 - - 4.4e-04 - 1.8e-04 - -
40 6.1e-06 5.90 1.0e-05 4.38 4.22 2.3e-07 10.89 7.6e-08 11.40 11.25
60 1.5e-06 3.37 2.7e-06 3.50 3.37 3.3e-10 16.16 4.2e-10 12.97 12.84
80 5.9e-07 3.38 1.0e-06 3.49 3.37 5.1e-11 6.50 6.2e-11 6.77 6.65
100 2.8e-07 3.38 4.7e-07 3.49 3.38 1.0e-11 6.84 1.3e-11 6.96 6.84

Table 4.6. BKM approximations tof0: Caseα = 0.8

BKM/MB: σ = 1.5 BKM/AB: σ = 3.0

n En,2 (f0, Gα) σn En,∞ (f0, Gα) σn σ∗
n Ẽn,2 (f0, Gα) σn Ẽn,∞ (f0, Gα) σn σ∗

n

20 4.4e-03 - 1.4e-02 - - 2.2e-04 - 4.1e-04 - -
40 1.5e-03 1.57 4.6e-03 1.70 1.55 2.1e-05 3.38 4.6e-05 3.31 3.16
60 8.0e-04 1.53 2.5e-03 1.65 1.52 5.9e-06 3.12 1.3e-05 3.23 3.11
80 5.2e-04 1.51 1.6e-03 1.63 1.51 2.4e-06 3.08 5.4e-06 3.19 3.07
100 3.7e-04 1.51 1.2e-03 1.62 1.51 1.2e-06 3.05 2.7e-06 3.16 3.05
120 2.8e-04 1.50 8.8e-04 1.61 1.50 7.1e-07 3.04 1.6e-06 3.14 3.04

Table 4.7. BKM approximations tof0: Caseα = 4/3

BKM/MB: σ = 0.5 BKM/AB: σ = 1.0

n En,2 (f0, Gα) σn En,∞ (f0, Gα) σn σ∗
n Ẽn,2 (f0, Gα) σn Ẽn,∞ (f0, Gα) σn σ∗

n

20 8.2e-02 - 2.5e-01 - - 7.2e-03 - 2.4e-02 - -
40 5.5e-02 0.59 1.8e-01 0.62 0.47 4.7e-03 0.62 1.4e-02 0.92 0.77
60 4.3e-02 0.60 1.5e-01 0.63 0.50 3.3e-03 0.90 9.4e-03 1.10 0.97
80 3.6e-02 0.60 1.3e-01 0.63 0.51 2.5e-03 0.99 7.0e-03 1.14 1.03
100 3.2e-02 0.59 1.1e-01 0.63 0.52 2.0e-03 1.03 5.5e-03 1.16 1.05
120 2.8e-02 0.58 1.0e-01 0.62 0.52 1.6e-03 1.04 4.5e-03 1.17 1.06

that in this case the mapping functionf0 has a pole singularity close to the
boundaryL. This affects the quality of the obtained approximation. (See
[15] and the references cited there for ways of determination and treatment
of pole-type singularities in numerical conformal mapping.)
We note in passing that Maple V may not be regarded as a well-suited
environment for the construction of BKM approximations to conformal
mappings of complicated geometries. The main restriction is the enormous
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Table 4.8. Rate of decrease of|Pn(ζ)|: Caseα = 5/11, σ = 3.90

ζ = 0.5 ζ = 1.0 ζ = 1.5

n |Pn(ζ)| σn |Pn(ζ)| σn |Pn(ζ)| σn

20 1.2e-02 - 2.5e-04 - 3.2e-04 -
40 1.5e-04 6.31 2.4e-06 6.69 8.2e-07 8.53
60 3.5e-06 9.42 5.4e-07 3.69 1.8e-07 3.72
80 1.6e-06 2.81 1.8e-07 3.90 5.9e-08 3.90
100 6.6e-07 3.93 7.4e-08 3.90 2.5e-08 3.90

Table 4.9. Rate of decrease of|Pn(ζ)|: Caseα = 0.8, σ = 2.0

ζ = 0.5 ζ = 1.0 ζ = 1.5

n |Pn(ζ)| σn |Pn(ζ)| σn |Pn(ζ)| σn

20 2.0e-02 - 1.9e-03 - 2.5e-03 -
40 1.9e-03 3.40 4.2e-04 2.81 2.1e-04 3.56
60 8.0e-04 2.08 1.8e-04 2.04 9.1e-05 2.05
80 4.4e-04 2.12 1.0e-04 2.03 5.1e-05 2.01
100 2.8e-04 2.06 6.5e-05 2.02 3.3e-05 2.01
120 1.9e-04 2.04 4.5e-05 2.02 2.3e-05 2.00

Table 4.10. Rate of decrease of|Pn(ζ)|: Caseα = 4/3, σ = 1.0

ζ = 0.5 ζ = 1.0 ζ = 1.5

n |Pn(ζ)| σn |Pn(ζ)| σn |Pn(ζ)| σn

20 5.3e-02 - 2.0e-02 - 6.3e-03 -
40 3.1e-02 0.79 9.6e-03 0.99 4.8e-03 0.38
60 2.1e-02 0.96 6.1e-03 1.10 3.1e-03 1.08
80 1.5e-02 1.05 4.4e-03 1.12 2.3e-03 1.07
100 1.2e-02 1.10 3.4e-03 1.12 1.8e-03 1.06
120 9.8e-03 1.12 2.8e-03 1.12 1.5e-03 1.06

amount of C.P.U. time required, in general, for the accurate computation of
the inner products needed by the Gram-Schmidt process.

Rates of decrease of the Bergman polynomials.

The numerical results for the rates of decrease of the values|Pn(ζ)| of the
Bergman polynomials{Pn}∞

n=0 of Gα, for ζ = 0.5, ζ = 1 andζ = 1.5,
corresponding toα = 5/11, α = 0.8, α = 4/3, and forn = 20(20)100,
n = 20(20)120, n = 20(20)120, respectively, are given in Tables 4.8, 4.9
and 4.10.

The numerical results contained in the three tables indicate a behavior
of the type

|Pn(ζ)| ≈ C
1
nσ

= C
1

n(2−α)/α+1/2 ,
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hence provide experimental support to the remarkmade at the end of Sect. 3,
regarding the rate of decrease of the Bergman polynomials.
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List of notations

G Quasidisk, i.e., a Jordan domain in the complex plane|C with quasiconformal
boundaryL.

Ω The complement ofG.
D(z, r) Open disk centered atz and of the radiusr.
ID The unit disk.
f0(z) The Riemann mapping function, i.e., conformal and univalent map of the

domainG ontoD (0, r0) normalized byf0 (z0) = 0, f ′
0 (z0) = 1.

Φ(z) Conformal and univalent map ofΩ onto the complement ofID normalized
by Φ(∞) = ∞, Φ′(∞) > 0, and extended to a quasiconformal map of the
complex plane onto itself.

Ψ(w) The inverse ofΦ(z).
Lr, r > 0 Ther-th level line ofΦ(z), that is, the set{ζ ∈ |C : |Φ(ζ)| = r}.
Gr, Ωr The bounded and unbounded components of|C \ Lr, respectively.
du(z) The quantitymax0≤ϕ<2π

∣∣z − Ψ [
Φ(z) + ueiϕ]∣∣, z ∈ |C,u > 0.

L2(G) The Hilbert space of functions that are analytic and square-summable over
the domainG.

IPn The class of all polynomials of degree at mostn.
En,2(f,G) The error of the bestL2-approximation to a functionf ∈ L2(G) out of IPn.
En,∞(f,G) The error of the best uniform approximation of a continuous functionf onG

out of IPn.
πn(z) Then-th Bieberbach polynomial forG.
fβ,τ (z) A single-valued, analytic branch of the function(z− τ)β inG, with β > −1

noninteger.
gm,l,τ (z) A single-valued, analytic branch of the function(z − τ)m logl(z − τ) in G,

withm > −1, l /= 0.
{ηk(z)}∞

1 The extended system of power functions, that is, the set{{
f ′

βk,τk

}r

k=1
,
{
zk−r−1}∞

k=r+1

}
with βk, τk, andr depending onG.

{η∗
k(z)}∞

1 The orthonormal system obtained from{ηk(z)}∞
1 .

IPA
n−1 The class of “augmented polynomials”, i.e., polynomials over the system

{ηk}n+r+1
k=1 .

π̃n(z) Then-th Bieberbach “augmented polynomial” forG.
K(z, ζ) The Bergman kernel (reproducing kernel forL2(G)).
K̃n(z, ζ) The n-th partial Fourier sum forK(z, ζ), i.e., then-th partial sum of the

expansion ofK(z, ζ) into Fourier series over the system{η∗
k}∞

1 .


