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Let i be a finite positive Borel measure having compact and infinite
support S := supp(u) in the complex plane C. Then, the measure
yields the Lebesgue spaces L?(y) with inner product

/f g(2)du(z

||f||L2(;L = (f, Q>1/2

Let {pn(p, 2)}32, denote the sequence of orthonormal polynomials
associated with u. That is, the unique sequence of the form

and norm

Pn(1,2) = kn(u)2"+ -+, kp(p) >0, n=0,1,2,...,

satisfying (pm(u, ), Pn(tt; )} = m,n-
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The recovery from moments problem

The (inverse) moment problem
Given the infinite sequence of complex moments

Pmn = /szndu(z), mn=0,12,...,

where p is a (non-trivial) finite positive Borel measure with compact
support on C, find the support S := supp(u) of p.

In many applications we are interested in a truncated version of the
above:

Given a finite section of the infinite sequence of complex moments
{pm.n} compute an approximation to S.
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Existence - A partial result

Theorem (Atzmon, Pacific J. Math., 1975)

Let {amn}p n—o be an infinite matrix of complex numbers. Then,

amn:= [2z"2"du(z), m,n=0,1,2,..., holds for some positive Borel
measure . on the closed unit disc, if and only if for any matrix
{Cj .k} ko with only finitely many nonzero entries:

o0
Z am+j,n+kCn,jEm,k > O,
m,n.j,k=0

and for any sequence {w,}5°, with only finitely many nonzero terms:

oo

Z(am,n - am+1,n+1)WmWn >0,
m,n
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The recovery from moments problem

Uniqueness
The infinite sequence of complex moments

Wmn = /szndu(z), mn=0,12,...,

defines the measure u unigely.

This is a simple consequence of:
o The Riesz representation theorem.
e The complex form of the Stone-Weierstrass theorem.

Question

Are there cases where the analytic moments [ z™dpu(z),
m=0,1,2,..., alone, suffice to define p uniquely?
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The case of Jordan arcs and curves

Theorem (Walsh, 1926)

Assume that T is a bounded Jordan arc and let f € C(I'). Then, for
every e > 0, there exists a p € P[z], such that

11(2) = p@)l=r) < e.

Similarly, by using conformal mapping it is easy to see that

Theorem (Gaier’'s book on Approximation, 1987)

Assume thatT is a bounded Jordan curve and let f € C(I'). Then, for
every e > 0, there exist p and q inP[z], such that

11(2) = {p(2) + q(2)} Loy < e.

Hence, the analytic moments suffice to determine uniquely any
positive Borel measure supported on I, in both cases.
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A counterexample?

Theorem (Sakai, Proc. AMS, 1978)
There exists two distinct Jordan domains Gy and G», such that

/zmdA(z):/ z"dA(z), m=0,1,2,...,
Gy G

where A denotes the area measure.

Note: The area measure is supported on the closure of the domain of
definition!
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An unicity theorem for measures on outer boundaries

Theorem

Let K be a compact set in the complex plane of positive logarithmic
capacity and denote by Q the component of C \ K that contains
infinity. Let u and v be two positive Borel measures, supported on 09,
such that

/z’"du(z) = /zmdu(z), m=0,1,2,...,

Then = wv.

This is a consequence of Carleson’s unicity theorem for measures:
(Carleson, Math. Scand.,1964 & Saff and Totik, Logarithmic
Potentials, Springer, 1997)
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An open problem

Does it hold?

Let K be a compact set in the complex plane of positive logarithmic
capacity and denote by Q the component of C \ K that contains
infinity, let f € C(9Q). Then, for every € > 0, there exist p and g in
IP[z], such that

11(2) = {p(2) + A(2)}|L=(r) < &
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Recovery of the equilibrium measure: An example

— 0 —=a

3
/ﬂ; &q,

G bounded simply-connected, I := 9G, Q:=C\ G

O@)=7z+70+ 2+ B+ [cap(N) =1/7
bi b
W(w):bw+bo+w+m+~-. cap(lN) =b

Theorem (Hille, Analytic Function Theory Il, Chelsea, 1962)
Assume that

¢'(2) o~ Mk _ [«
CD(Z) _k:0 prasg Then, Mk—/c dur,

where ur is the equilibrium measure of T.
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Recovery of open sets from complex area moments

Theorem (Davis & Pollak, Trans. AMS, 1956)

Let T be a bounded open set which posses exterior points in any
neighborhood of any boundary point. Then, the infinite complex
moments matrix [jum k] o, With respect to the area measure,
defines uniquely T.

This leads to applications in 2D geometric tomography, through the
Radon transform.
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The Arnoldi algorithm for OP’s

Let 1 be a (non-trivial) finite positive Borel measure with compact
support supp(x) on C and consider the associated series of
orthonormal polynomials

pn(ﬂ,Z) = /{n(ﬂ)zn+"' ) HH(N)>07 n:0,1,2,...,

generated by the inner product

o= [ H2T@D. i) = (£.9)1%

Arnoldi Gram-Schmidt (GS) for Orthonormal Polynomials

At the n-th step, apply GS to orthonormalize the polynomial zp,_ 1
(instead of z") against the (already computed) orthonormal

p0|ynomials {pOa P15 Pn-1 }

Used by Gragg & Reichel, in Linear Algebra Appl. (1987), for the
construction of Szegd polynomials.
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Bergman polynomials

— 9 —=A
@q‘

F::@G Q=C\G

(F.9) = /G H(2)9@)0Az),  IFliee = (F. B2

The Bergman polynomials {p,} 2, of G are the orthonormal
polynomials w.r.t. the area measure on G:

(Dm. Pa) = /G P(2)Pa(Z)0A(2) = Gim,

with
pn(z):finzn"_"" l‘€n>07 n:0,172,....
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Ratio asymptotics for p,(z)

Theorem (St, Constr. Approx. 2013)

Assume that T is piecewise analytic without cusps. Then, for any
z € Q, and sufficiently large n € N,

[ n p(2) _
n-+ 1 pn71(z) - ¢(Z){1 + Bn(Z)} )

C1 (r) 1 +Cz(r)1

Jdist(z, 1) [&/(2)] vn n

where

1Bn(2)] <
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Ratio asymptotics for p,(z)

On compact subsets of Q we have

Theorem (Beckermann & St, Constr. Approx. 2018)
Assume that I is piecewise analytic without cusps. Then,

Ve 22 — a1 + 01/}

locally uniformly in Q.
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Discovery of a single island

Recovery Algorithm: St, Constr. Approx. 2013
(I) Use the Arnoldi GS to compute pg, p1, - - ., Pn.
(1) Compute the coefficients of the Laurent series of the ratio

S e o, m, W
ntip,i(z) | T z z2 8 '

(Il1) Revert (1) and truncate to obtain

b(”) b(”) b(”) b(n)
Wo(w) = bPw +p{" + T 2 By T
w w w

wn’

(IV) Approximate I by I := {z: z = W,(e'), t € [0,2x] }.
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Numerical Examples

Recovery of the canonical ellipse, with n = 3.
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Recovery of the square, with n = 16.

-0,6 -0,4 -0,2 ¢

Comparison: The exponential transform algorithm of Gustafsson, He,
Milanfar & Putinar, Inverse Problems (2000).
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Recovery of the 3-cusped hypocycloid, with n = 10 and n = 20.

\1 N
: \ "\
\ D,;:\ 0.5
I ~ -
-9.5 4 0,5 1,5 ‘P 5 h{ 0,5 \1\\1 5
] E [ ] )
/ 1 - : 1
03 o]
% | A
; V&
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Discovery of an archipelago

@

Archipelago Recovery Algorithm
(Gustafsson, Putinar, Saff & St, Adv. Math., 2009.)

(I) Use the Arnoldi GS to compute po, p1, - - -, Pn, from [um k]7, x—o-

(1) Form the recovery functional

—1/2
M(2) = [Kn(2,2)] "/ = [Zwk ] |

(1l1) Plot the zeros of p;, for some 1 < j < n. (Fejer’s Theorem!)

(IV) Plot the level curves of the function A,(x + iy), on a suitable
rectangular frame for (x, y) that surrounds the plotted zero set.
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Recovery of three disks

Level lines of Ap(x +iy)on {(x,y): -3 < x <4,-2<y <3}, for
n =25, 50, 75, 100.
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Shift Operator

Let P2(u) denote the closure of the polynomials in L2(1) and consider
the shift operator on P?(y). That is,

S, P?(u) — P?(u) with  S,f = zf.

Properties of S,
(i) S; defines a subnormal operator on P2(1).

(ii) o(Sz) =7
(i) Si(f) = P(zf), where P denotes the orthogonal projection from
L2(p) to P3(u).

Proof of (iii): For any f, g € P?(y) it holds that

(S:f,9) = (f,S29) = (f, 29) = (2f,9) = (P(2f), 9).

Potential Theory Operator Theory Matrix  Shift Krylov
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The shift operator S, has the following upper Hessenberg matrix
representation with respect to the orthonormal polynomials {p,}5°,:

[ boo
bio

0

0
0
0

bo
b1
bo1
0
0
0

bo2
b2
boo
b3z
0
0

boz
b1z
bos
b33
basz
0

bos
b4
boy
D34
bas
bs4

bos
bis
bos
bss
bass
bss

where ’ bi.n = (ZPn, Px) ‘ are the Fourier coefficients of S;p, = zp,.

Note

The eigenvalues of the n x n principal submatrix M, of M coincide

with the zeros of p,.

Potential Theory Operator Theory

Matrix Shift Krylov
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Example: = dA|p

This example shows why modern text books on Functional Analysis
or Operators Theory do not refer to infinite matrices: Indeed, in this
case we have:

pn(z):\/n:1z”, n=0,1,....

Therefore, in the matrix representation M of S, the only non-zero
diagonals are the main subdiagonal, and hence for any n € N, M, is
a nilpotent matrix. As a result, the Caley-Hamilton theorem implies:

o(Mp,) ={0}.

This is in sharp contrast to:
Tess(M) = 0ess(Sz) = {w: |w| =1}

and
o(M)=0(S;) ={w:|w| <1}

Potential Theory Operator Theory Matrix  Shift  Krylov
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Shift Operator on L2(p)

Let N, denote the shift operator on L2(). That is,
Ny : L2(p) — L3(n)  with  N,f = zf.
Then, N, defines a normal operator on L2(u). Furthermore,
Pn(p; 2) = rin(p) det(z — wnNzmn),
where 7, is the projection onto onto P,_1.

Theorem (B. Simon, Duke Math. J., 2009)
Let

N(p) :=sup{|z|: z€ S,.}.
Then, for any k € N,

7TnN§7Tn - (7TnNz7Tn)ka

is an operator of rank at most k and norm at most 2N(p.)*.

Potential Theory Operator Theory Matrix  Shift Krylov
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Shift Operator on L2(p)

Let v, denote the normalized counting measure of zeros of p, and let
1n e defined by dpun := 1 377 [pa(, 2)Pdp(2).

Theorem (B. Simon, Duke Math. J., 2009)
1ETt‘(7rnNz7rn)k = /deyn.

%Tr(wnNzkwn) = / ZXdun.

Thus, from the previous theorem, for any k = 0,1,2,.. .,

‘/deypn —/de,un

Furthermore, if K is a compact set containing the supports of all v,
and pu, such that {zx}32 o U {Zk}32, are || - || -total in C(K), then for

2KN* (1)

<
n

any subsequence {n;},| v, — v | if and only if| o, — v |.

Potential Theory Operator Theory Matrix  Shift Krylov
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Krylov subspaces

Let A € £L(H) be a linear bounded operator acting on the complex
Hilbert space H and let ¢ € H be a non-zero vector. We denote by
Ha(A, ¢) the linear span of the vectors ¢, A¢, ..., A" ¢ and let 7, be
the orthogonal projection of H onto H,(A, ). Let a, denote the
counting measure of the spectra of the finite central truncation

A, = mpAm,. Note that for any complex polynomial p(z) it holds that

/ p(z _ Tr(p(An)

n

The orthogonal monic polynomials P, in this case are defined as
minimizers of the functional (semi-norm):

lallz.e = lq(A)XI?, q € Clz],

and the zeros of P, (whenever P, exists) coincide with the spectrum
of Ap.
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Theorem (Gustafsson & Putinar, Hyponormal Quantization of Planar
Domains, Springer 2017)

Let A, B € L(H) with A— B of finite trace. Then, for every polynomial
p € P[z], we have

im T(P(An) = Tr(p(Bn)) _

n—oo n

Corollary

Let a,, b, denote the counting measures of the spectra of A, and B,
respectively. Then,

. dan abn(¢)
rlll—>moo[ / C —Z ] a 0
uniformly on compact subsets which are disjoint of the convex hull of

o(A)Ua(B).
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Conclusion

All the results in this section yield information about the analytic
moments:

lim /zkdun:/z"dm k=0,1,2,...,

n—oo

where v is a known positive measure and {v,} are a sequence of
positive measures (all supported on the same compact set K) we
want to describe its limit points. Note that the measures being
positive implies the same information for the anti-analytic moments:

lim /2kdz/,,:/2kdu, k=1,2,....
n—oo
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Conclusion

However, according to the complex Stone-Weierstrass theorem, in
order to establish
Vn N v,

we need the limits of all the complex moments

lim /z"?jdun:/zk?jdu, k,j=0,1,2,...,

n—oo

unless K is of a special form, where the analytic moments constitute
sufficient information.
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