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The Conformal Mapping Problem
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For Γ a bounded Jordan curve, set G := int(Γ) and Ω := ext(Γ) .

Exterior conformal map: Φ : Ω→ ∆ , with Φ(∞) =∞, Φ′(∞) > 0.
Fix z0 ∈ G and consider the normalized interior map: ϕz0 : G→ D ,
so that ϕz0 (z0) = 0 and ϕ′z0(z0) > 0.

We want to compute the mapping f0 : G→ Dr , r := 1/ϕ′z0(z0)

f0(z) :=
ϕz0(z)

ϕ′z0(z0)
, so that f0(z0) = 0 and f ′0(z0) = 1.

Note that f0 extents homeomorphically to Γ.
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The Bergman space L2
a(G)

L2
a(G) := {f : f analytic in G, 〈f , f 〉 <∞},

where, 〈f ,g〉 :=

∫
G

f (z)g(z)dA(z) and dA denotes area measure.

L2
a(G): is a Hilbert space with corresponding norm ‖f‖L2(G) := 〈f , f 〉 1

2 .

The Bergman polynomials {Pn} of G

The orthonormal polynomials w.r.t. the area measure on G:

〈Pm,Pn〉 = δm,n, Pn(z) = λnzn + · · · , λn > 0, n = 0,1,2, . . . .

The Bergman kernel K (·, z0) of G

The reproducing kernel of L2
a(G), w.r.t. the point evaluation at z0:

〈g,K (·, z0)〉 = g(z0), for all g ∈ L2
a(G).
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Series representation for the Bergman kernel

The function K (z, z0) has the following Fourier series expansion

K (z, z0) =
∞∑
j=0

Pj (z0)Pj (z), z, z0 ∈ G,

where, for each fixed z0 ∈ G the series convergence uniformly on
each compact subset B of G.

Connection with the conformal mapping

The Bergman kernel K (·, z0) is related to the mapping function f0 by
means of

f ′0(z) =
K (z, z0)

K (z0, z0)
.

Hence

f0(z) =
1

K (z0, z0)

∫ z

z0

K (ζ, z0)dζ.
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The Bergman Kernel Method (BKM)

• Start with the monomials ηj (z) = z j , j = 0,1,2 . . . ,
• Orthonormalize {ηj (z)} by means of the Gram-Schmidt process

to produce the orthonormal set {Pj (z)}∞j=0. (Bergman
polynomials)

• Approximate K (·, z0) by its n-th finite Fourier expansion, with
respect to {Pj (z)}: (Kernel polynomials)

Kn(z, z0) :=
n∑

j=0

Pj (z0)Pj (z). (1)

• Approximate f0 by (Bieberbach polynomials):

πn+1(z) :=
1

Kn(z0, z0)

∫ z

z0

Kn(t , z0)dt . (2)
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Application of the BKM

The above implementation of the BKM has been been suggested by
pioneers of Numerical Conformal Mapping like P. Davis and D. Gaier
and J. Burbea.

z0 z3

G
τ1

z1

z4

z2

However, its application to the L-shaped domain pictured above
produced the estimate ‖f0 − πn‖L∞(G) ≈ 0.19, with n = 24, for the
maximum BKM error.
Source: Levin, Papamichael and Sideridis, (J. Inst. Maths Applics,
1978), using double precision FORTRAN.
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Note that in the case of the L-shaped domain f0 has near τ1 an
expansion of the form

f0(z) = f (τ1) +
∞∑
j=1

aj (z − τ1)2j/3, a1 6= 0.

Moreover, the extension of f0 by reflection across the sides of G has
simple poles at the reflected images z1, z2, z3 and z4 of z0.
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BKM with Augmented Basis

Based on this observation, Levin, Papamichael and Sideridis were
the first to suggest, in J. Inst. Maths Applics (1978), that the error in
approximating f0 on G by polynomials of low degree will depend on
both the boundary and pole singularities of f0. Hence in order to
improve the numerical performance of the Bergman Kernel Method,
they proposed a modification which is based on orthonormalizing a
system of functions consisting of monomials along with singular
terms of the type

(z − zj )
−1, j = 1,2,3,4, and (z − τ1)j/3, j = 1,2, . . . ,m,

that reflect both pole and corner singularities of f0. This constitutes
the main idea of the modification of the BKM which is known as
BKM/AB.
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Application of the BKM/AB for the L-shaped

Application of the BKM/AB improves considerably the maximum error.
Now:

‖f0 − π̃n‖L∞(G) ≈ 2.2× 10−5, with n = 26.

Source: Levin, Papamichael and Sideridis, (J. Inst. Maths Applics,
1978), using double precision FORTRAN.

Mathematical Reviews
... A proof of the convergence of the mathematical method
given and an investigation of its convergence rate are
lacking, so the results obtained are of a heuristic nature.

(Yu. E. Khokhlov)
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Minimal properties
The polynomials {Kn(·, z0)}∞n=0 provide the best L2(G)-approximation
to K (·, z0) out of the space Pn of all complex polynomials of degree at
most n. That is:

For any p ∈ Pn

‖K (·, z0)− Kn(·, z0)‖L2(G) ≤ ‖K (·, z0)− p‖L2(G).

Let P∗n := {p : p ∈ Pn, with p(z0) = 0 and p′(z0) = 1}. Then:

The polynomial πn minimizes uniquely the two norms

‖f ′0 − p′‖L2(G) and ‖p′‖L2(G),

over all p ∈ P∗n.

Note

{Pn} forms a complete ON system in L2
a(G).
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BKM early convergence analysis

Theorem (Walsh, c. 1930)

Assume that f0 has an analytic continuation across Γ into Ω and let z1
denote its nearest singularity. Then,

‖f0 − πn‖L∞(G) = O (1/Rn) , (3)

for any 1 < R < |Φ(z1)|, but for no R > |Φ(z1)|.

Recall that Ω denotes the exterior of Γ and Φ denotes the normalized
exterior conformal map : Ω→ ∆.

Theorem (Simonenko, 1979)

Assume that Γ is piecewise analytic. Then, for some γ > 0,

‖f0 − πn‖L∞(G) ≤ c
1
nγ

n ∈ N,

where c > 0 does not depend on n.
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BKM theory recently: f0 singular on Γ

Theorem (D. Gaier, Arch. Math., 1992)

Assume that the boundary Γ is piecewise analytic without cusps.
Then,

‖f0 − πn‖L∞(G) = O(log n)
1
ns ,

where s := λ/(2− λ) and λπ (0 < λ < 2) denotes the smallest
exterior angle where two analytic arcs of Γ meet.

Theorem (Maymeskul, Saff and St., Numer. Math., 2002)

If, in addition the interior angle related to λ is NOT of the form 1/m,
m ∈ N, then

c1
1
ns ≤ ‖f0 − πn‖L∞(G) ≤ c2

√
log n

1
ns , n ≥ 2.
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BKM/AB with corners singularities: Assumptions

• The boundary Γ of G consist of N analytic arcs that meet at
corner points τk , k = 1,2, . . . ,N.

• αkπ: denotes the interior angle at τk , k = 1,2, . . . ,N
(0 < αk < 2).

• λkπ: denotes the exterior angle at τk (λk = 2− αk ).
• NO logarithmic terms occur in the expansions of f0 near τk ,

k = 1,2, . . . ,N. Then, for any pk ∈ N0,

f0(z) =

pk∑
j=0

a(k)
j (z − τk )γ

(k)
j + O

(
(z − τk )

γ
(k)
pk +1

)
,

where a(k)
1 6= 0, γk

0 := 0, γ(k)
j = p + q/αk , p ∈ N0, q ∈ N.

• M (M ≥ 1): denotes the number of corners of Γ for which αk is
NOT of the special form 1/m, m ∈ N. (If N > M, then f0 has an
analytic continuation in some neighborhood of the corner τN .)
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The Arnoldi algorithm for OP’s
Let µ be a (non-trivial) finite positive Borel measure with compact
support supp(µ) on C and consider the associated series of
orthonormal polynomials

pn(µ, z) := λn(µ)zn + · · · , λn(µ) > 0, n = 0,1,2, . . . ,

generated by the inner product

〈f ,g〉µ =

∫
f (z)g(z)dµ(z), ‖f‖L2(µ) := 〈f ,g〉1/2

µ .

Arnoldi Gram-Schmidt (GS) for Orthonormal Polynomials

At the n-th step, apply GS to orthonormalize the polynomial zpn−1
(instead of zn) against the (already computed) orthonormal
polynomials {p0,p1, . . . ,pn−1}.

Used by Gragg & Reichel, in Linear Algebra Appl. (1987), for the
construction of Szegö polynomials.
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Instability Indicator

The GS method is notorious for its instability. For measuring it, when
orthonormalizing a system Sn := {u0, u1, . . . , un} of functions, in a
Hilbert space with norm ‖ · ‖, the following instability indicator has
been proposed by J.M. Taylor, (Proc. R.S. Edin., 1978):

In :=
‖un‖2

minu∈span(Sn−1) ‖un − u‖2 , n ∈ N.

Note that, when Sn is an orthonormal system, then In = 1 . When Sn

is linearly dependent then In =∞ . Also, if Gn := [〈um,uk 〉]nm,k=0,
denotes the Gram matrix associated with Sn then,

κ(Gn) ≥ In ,

where κ(Gn) := ‖Gn‖‖G−1
n ‖ is the spectral condition number of Gn.
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Stability of the Arnoldi GS

Theorem (St, Constr. Approx (2013))

In the case of the Arnoldi GS, the instability indicator In satisfies

1 ≤ In ≤ ‖z‖L∞(supp(µ))
λ2

n(µ)

λ2
n−1(µ)

, n ∈ N.

• In the case of Bergman or Szegö polynomials, we have

c1(µ) ≤ λn(µ)

λn−1(µ)
≤ c2(µ) , n ∈ N.

• When dµ ≡ w(x)dx on [a,b] ⊂ R, then this ratio tends to a
constant.
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BKM/AB with corners singularities: Implementation

• Start with the augmented system {ηj}:

ηj (z) = [(z − τk )γ
(k)
j ]′, j = 1,2, . . .pk , k = 1,2, . . . ,M,

ηrM +j (z) = (z j )′, j = 1,2, . . . ,n, rM :=
M∑

k=1

pk .

• Orthonormalize {ηj (z)} using the Arnoldi variation of the
Gram-Schmidt process to produce the orthonormal set {P̃j (z)}.

• Approximate K (·, z0) and f0 respectively by,

K̃n(z, z0) :=

rM +n∑
j=1

P̃j (z0)P̃j (z),

π̃n+1(z) :=
1

K̃n(z0, z0)

∫ z

z0

K̃n(t , z0)dt .
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BKM/AB with corner singularities: Theory

• PA2
n : denotes the space of augmented polynomials:

PA2
n := {p : p(z) =

rM +n∑
j=1

tjηj (z), tj ∈ C},

• π̃n: denotes the BKM/AB approximation resulting from PA2
n to f0.

Then we have the following:

Theorem (Maymeskul, Saff & St., Numer. Math., 2002)

Assume that Γ is piecewise analytic without cusps and set
s? := min{(2− αk )γ

(k)
νk : 1 ≤ k ≤ M}. Then,

1
ns? � ‖f0 − π̃n‖L∞(G) �

√
log n

1
ns? , n ≥ 2,

where νk := min{j > pk : γ
(k)
j /∈ N, a(k)

j 6= 0}.
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BKM/AB with corner singularities: Illustration

Let G denote the circular sector
Gα := {z : |z| < 2,−απ/2 < arg z < απ/2}, with α = 4/5.

We fix z0 = 1 and consider the BKM/AB reflecting the corner
singularity (z − τ1)5/4 of f0 at τ1 = 0.
Note that f0 is known exactly and let En,∞(f0,G) := ‖f0 − πn‖L∞(G) and

Ẽn,∞(f0,G) := ‖f0 − π̃n‖L∞(G) denote, respectively, the computed
uniform BKM and BKM/AB error.
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Numerical Example: Circular sector

We test numerically the two hypotheses:

• En,∞ ≈ c
√

log n 1
ns , s = (2− α)(1/α) = 1.5 in BKM.

• Ẽn,∞ ≈ c
√

log n 1
ns? , s? = (2− α)(2/α) = 3 in BKM/AB.

n En,∞ sn Ẽn,∞ s?n
20 1.2e-02 - 3.6e-04 -
30 6.4e-03 1.55 9.9e-05 3.20
40 4.1e-03 1.54 4.1e-05 3.10
50 2.9e-03 1.52 2.0e-05 3.12
60 2.2e-03 1.51 1.2e-05 3.09
70 1.8e-03 1.51 7.2e-06 3.07

The computations were carried out in Maple, using Digits:=64.
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BKM theory: A Refinement

• LR : The level curve {z : |Φ(z)| = R, R ≥ 1}.
• GR : The interior of LR , i.e., GR := int(LR).
• For quantities A > 0, B > 0 we use A � B if A ≤ cB, where c is a

constant independent of n.
The next theorem complements the classical result (3) of Walsh, in
the sense that that it provides a lower estimate and uses the precise
% in the denominator.

Theorem (Lytrides & St., CMFT, 2011)

Assume that Γ is piecewise analytic without cusps. Assume further
that the conformal map f0 has an analytic continuation across Γ, such
that f0 is analytic on G%, for some % > 1, apart from a finite number of
poles on L%. Let m denote the highest order of the poles of f0 on L%.
Then,

c1
nm−1

%n ≤ ‖f0 − πn‖L∞(G) ≤ c2
nm
√

log n
%n , n ≥ 2.
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BKM/AB with pole singularities: Assumptions

• f0 has an analytic continuation across Γ in Ω.
• The nearest singularities of f0 in Ω are poles at points zj ,

j = 1,2, . . . , κ, of the form (z − zj )
−kj , kj ∈ N, where

|Φ(z1)| ≤ |Φ(z2)| ≤ . . . ≤ |Φ(zκ)|.
• The other singularities of f0 in Ω occur at points zκ+1, zκ+2, . . .,

where |Φ(zk )| < |Φ(zκ+1)| ≤ |Φ(zκ+2)| ≤ . . ..

Therefore, it is natural to expect an improvement in the convergence
rate of the BKM error, if we “remove" the singularities at zj of f0 in Ω.
This would be possible by introducing in the basis set {ηj (z)}∞j=1,
functions of the form

(z − zj )
−kj , kj ∈ N, j = 1,2, . . . κ,

which reflect the singularities of f0. (That was the original idea of
Levin, Papamichael and Sideridis in J. Inst. Math. Appl., 1978.)
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BKM/AB with pole singularities: Implementation

• Start with the augmented system {ηj} consisting of:

ηj (z) =
[
(z − zj )

−kj
]′
, j = 1,2 . . . κ,

ηκ+j (z) = (z j )′, j = 1,2, . . . ,n.

• Orthonormalize {ηj} by means of the Gram-Schmidt process to
produce the orthonormal set {P̃j},

• Approximate K (·, z0) by its n-th finite Fourier expansion:

K̃n(z, z0) :=
κ+n∑
j=1

P̃j (z0)P̃j (z).

• Approximate f0 by π̃n+1(z) :=
1

K̃n(z0, z0)

∫ z

z0

K̃n(t , z0)dt .
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BKM/AB with pole singularities: Theory

• Let PA1
n denotes the space of augmented polynomials:

PA1
n := {p : p(z) =

∑κ+n
j=1 tjηj (z), tj ∈ C}.

• Let π̃n denotes the BKM/AB approximation to f0 resulting from
PA1

n . Then we have the followings:

Theorem (Lytrides & St, CMFT, 2011)

Assume that Γ is piecewise analytic without cusps and set
% := |Φ(zκ+1)|. Assume, in addition that f0 has a finite number of
poles and no other singularities on L% and let m denote their highest
order. Then,

nm−1

%n � ‖f0 − π̃n‖L∞(G) �
nm
√

log n
%n , n ≥ 2.

Bergman BKM/AB BKM BKM/AB SSBB Implementation Theory Example Theory



[ 25 ] University of Cyprus

Numerical Example: Lens-domain
Let G denote the symmetric lens domain formed by two intersecting
circles that meet at -i and i and form equal angles π/13 with the
imaginary axis.

We fix z0 = 0 and note that f0 is known exactly. Since, from BKM
theory above,

En,∞(f0,G) := ‖f0 − πn‖L∞(G) ≈ n−s with s = 12,

we consider the classical BKM (and expect to do just GREAT!).
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Numerical Example: Lens-domain

Far from doing so... for the computed error En,∞:

n En,∞

8 0.3817
12 0.2044
16 0.1180
20 0.0702
24 0.0424
28 0.0259
32 0.0160

Note: 1/32−12 ≈ 10−19(!) However, f0 has two simple poles at
z1 = tan(π/13) and z2 = −z1, with |Φ(z1)| ≈ 1.119 and the next pole
is at a point z3 with |Φ(z3)| ≈ 2.055. So, we consider the BKM/AB,
reflecting the simple poles at z1 and z2.
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Numerical Example: The influence of poles

We test numerically the two hypotheses:

• En,∞ ≈ c 1
%n , % = |Φ(z1)| ≈ 1.119 in BKM.

• Ẽn,∞ ≈ c 1
%̃n , %̃ = |Φ(z3)| ≈ 2.055 in BKM/AB.

n En,∞ %n Ẽn,∞ %̃n

8 0.3817 - 6.1e-04 -
12 0.2044 1.170 3.4e-05 2.053
16 0.1180 1.147 2.0e-06 2.029
20 0.0702 1.139 1.2e-07 2.028
24 0.0424 1.135 7.0e-09 2.028
28 0.0259 1.131 4.1e-10 2.028
32 0.0160 1.128 2.5e-11 2.028
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BKM/AB with Pole and Corner Singularities

• Start with the augmented system {ηj}:

ηj (z) =
[
(z − zj )

−kj
]′
, j = 1,2 . . . κ,

ηκ+j (z) = [(z − τk )γ
(k)
j ]′, j = 1,2, . . .pk , k = 1,2, . . . ,M,

ηκ+rM +j (z) = (z j )′, j = 1,2, . . . ,n.

• Orthonormalize {ηj (z)} by means of the Gram-Schmidt process
to produce the orthonormal set {P̃j (z)},

• Approximate K (·, z0) and f0 respectively by,

K̃n(z, z0) :=

κ+rM +n∑
j=1

P̃j (z0)P̃j (z),

π̃n+1(z) :=
1

K̃n(z0, z0)

∫ z

z0

K̃n(t , z0)dt .
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BKM/AB with corners and poles: Theory

• Let PA3
n denote the spaces of augmented polynomials:

PA3
n := {p : p(z) =

∑κ+rM +n
j=1 tjηj (z), tj ∈ C}.

• Let π̃n denote the BKM/AB approximation to f0 resulting from PA3
n .

Theorem (Lytrides & St, CMFT, 2011)

Assume that Γ is piecewise analytic without cusps and set
% := |Φ(zκ+1)| and s? := min{(2− αk )γ

(k)
νk : 1 ≤ k ≤ M}. Then,

‖f0 − π̃n‖L∞(G) ≤ c1
√

log n
1

ns? + c2
1

Rn , n ≥ 2, (4)

for any R, 1 < R < %.

This result should lead to the optimal choice of monomial, corner and
pole singular basis functions.
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Bergman polynomials Pn for the hypocycloid Y

Zeros of Pn, for n = 40, 50 and 60

1

0

0,5

-0,5

-1

-0,5 0,50 1 1,5
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Conjecture

For all n, the zeros of Pn lie on the three radial lines of Y.
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Theorem (Levin, Saff & St., Constr Approx, 2003)

A necessary and sufficient condition that there exists a subsequence
of {ν(Pn)}∞n=0 which converges in the weak∗ sense to the equilibrium
distribution µΓ, is that ϕ has a singularity on the boundary Γ of G.

Corollary

If ϕ has a singularity on Γ, then every point of Γ is a limit point of
zeros of the sequence {Pn}∞n=0.
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